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Preface

This book was based on notes which were prepared as a guide for lectures
of one semester course on Geometric Mechanics. They were written inside
the level of a master course. I started some years ago teaching them at the
“Instituto de Matemática e Estat́istica” of the “Universidade de São Paulo”,
and, more recently, at the “Instituto Superior Técnico” of the “Universidade
Técnica de Lisboa”.

The spectrum of participants of such a course ranges usually from young
Master students to Phd students. So, it is always very difficult to decide how
to organize all material to be taught. I decided that the expositions should
be self contained, so some subjects that one expects to be interesting for
someone, result, often, tedious for others and frequently unreachable for a
few ones.

In any case, for young researchers interested in differential geometry and
or dynamical systems, it is basic and fundamental to see the foundations
and the development of classical subjects like Newtonian and Relativistic
Mechanics.

I wish to thank a number of colleagues from several different Institutions
as well as Master and PhD students from São Paulo and Lisbon who moti-
vated and helped me with comments and suggestions when I was writing this
text. Among them I mention Jack Hale, Ivan Kupka, Giorgio Fusco, Paulo
Cordaro, Carlos Rocha, Luis Magalhães, Luis Barreira, Esmeralda Dias, Za-
queu Coelho, Helena Castro, Marcelo Kobayashi, Sónia Garcia, Diogo Gomes
and José Natário. I am also very grateful to Ms. Achi Dosanjh of Springer-
Verlag for her help and encouragement; it has been a pleasure working with
her and her Springer-Verlag colleagues. Thanks are also due to Ana Bor-
dalo for her fine typing of this work and to FCT (Portugal) for the support
through the program POCTI.

Lisbon, May 2002 Waldyr Muniz Oliva
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B.4 Möbius transformations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
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Introduction

Geometric Mechanics in this book means Mechanics on a pseudo-rieman-
nian manifold and the main goal is the study of some mechanical models
and concepts, with emphasis on the intrinsic and geometric aspects arising
in classical problems. Topics like calculus of variation and the theories of
symplectic, Hamiltonian and Poissonian structures including reduction by
symmetries, integrability etc., also related with most of the considered mod-
els, were avoided in the body because they already appear in many modern
books on the subject and are also contained in other courses of the majority
of Master and PhD programs of many Institutions (see [1], [27], [46], [47]).

The first seven chapters are written under the spirit of Newtonian Me-
chanics while the two last ones describe the foundations and some aspects
of Special and General Relativity. They have a coordinate free presentation
but, for a sake of motivation, many examples and exercises are included in
order to exhibit the desirable flavor of physical applications. In particular,
some of them show, for instance, numerical differences appearing between the
Newtonian and relativistic formulations.

Chapters 1 and 2 include the fundamental calculus on a differentiable
manifold with a brief introduction of vector fields, differential forms and ten-
sor fields. Chapter 3 starts with the concept of affine connection and special
attention is given to the notion of curvature; E. Cartan structural equations
of a connection are also derived in Chapter 3. Chapter 4 starts with the for-
mulation of classical Newtonian mechanics where it is described the Galilean
space-time structure and Newton equations. Chapter 5 deals with mechanical
systems on a Riemannian manifold including classical examples like the dy-
namics of rigid and pseudo-rigid bodies; notions derived from dissipation in
mechanics and, correspondingly, structural stability with generic properties of
these (Morse–Smale) systems are also discussed. Chapter 6 considers mechan-
ical systems with non-holonomic constraints and describes D’Alembertian ge-
ometric mechanics including conservative and dissipative situations. In Chap-
ter 7 one talks about hyperbolicity and Anosov systems arising in mechanics
and it is also mentioned the so-called non-holonomic mechanics of vakonomic
type.

In the end of Chapter 4 we present some critical remarks on the bases of
Newtonian Mechanics in order to motivate the introduction of Chapters 8 and

W.M. Oliva: LNM 1798, pp. 1–2, 2002.
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2 Introduction

9 on Special and General Relativity, respectively. To clarify and give sense to
some expressions and concepts usually found in Hamiltonian and Lagrangian
theories, freely used in previous chapters, it is introduced Appendix A with a
short presentation on Hamilton and Lagrange systems as well as few results
on the variational approach of classical mechanics. The book follows with
Appendices B and C, written by José Natário, where are discussed Lorentz
group and the quasi-Maxwell form of Einstein’s equation, appearing as a
complement to Chapters 8 and 9. Finally Appendix D, written by Diogo
Gomes, deals with viscosity solutions and Aubry–Mather theory showing also
the flavor of new areas related to Geometric Mechanics.



1 Differentiable manifolds

A topological manifold Q of dimension n is a topological Hausdorff
space with a countable basis of open sets such that each x ∈ Q has an open
neighborhood homeomorphic to an open subset of the Euclidean space R

n.
Each pair (U,ϕ) where U is open in R

n and ϕ is a homeomorphism of U
onto the open set ϕ(U) of Q is called a local chart, ϕ(U) is a coordinate
neighborhood and the inverse ϕ−1 : ϕ(U) −→ U , given by y ∈ ϕ(U) �→
ϕ−1(y) = (x1(y), . . . , xn(y)), is called a local system of coordinates. If a
point x ∈ Q is associated to two local charts ϕ : U −→ Q and ϕ : U −→ Q,
that is x ∈ ϕ(U)∩ϕ(U), one obtains the bijection ϕ−1 ◦ϕ : W −→W where
the open sets W ⊂ U and W ⊂ U are given by

W = ϕ−1 [ϕ(U) ∩ ϕ(U)
]

and W = ϕ−1 [ϕ(U) ∩ ϕ(U)
]
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Fig. 1.1. Two intersecting charts on a topological manifold.
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4 1 Differentiable manifolds

The charts (ϕ,U) and (ϕ,U) are said to be Ck- compatible if ϕ−1 ◦ ϕ :
W −→W is a Ck-diffeomorphism, k ≥ 1, k =∞ or k = ω.

A Ck-atlas is a set of Ck compatible charts covering Q. Two Ck-atlases
are said to be equivalent if their union is a Ck-atlas. A Ck (differentiable
manifold) is a topological manifold Q with a class of equivalence of Ck-
atlases. A manifold is connected if it cannot be divided into two disjoint
open subsets (if no mention is made, a manifold means a C∞-differentiable
manifold).

Examples of differentiable manifolds:

Example 1.0.1. R
n

Example 1.0.2. The sphere S2 = {(x, y, z) ∈ R
3|x2 + y2 + z2 = 1}.

Example 1.0.3. The configuration space S1 of the planar pendulum.

Example 1.0.4. The configuration space of the double planar pendulum, that
is, the torus T 2 = S1 × S1.

Example 1.0.5. The configuration space of the double spherical pendulum,
that is, the product S2 × S2 of two spheres.

Example 1.0.6. The configuration space of a “rigid” line segment in the plane,
R

2 × S1.

Example 1.0.7. The configuration space of a “rigid” right triangle AOB, Ô =
90◦, that moves around O; it can be identified with the set SO(3) of all 3× 3
orthogonal matrices with determinant 1.

Example 1.0.8. Pn(R), the n-dimensional real projective space (set of lines
passing through 0 ∈ R

n+1), n ≥ 1.

1.1 Embedded manifolds in R
N

We say that Qn ⊂ R
N is a Ck submanifold of (manifold embedded in)

R
N with dimension n ≤ N , if Qn is covered by a finite or countable number of

images ϕ(U) of the so called regular parametrizations , that is, Ck-maps,
k ≥ 1,

ϕ : U ⊂ R
n −→ R

N , U open set of R
n, such that:

i) ϕ : U −→ ϕ(U) is a homeomorphism where ϕ(U) is open in Qn with the
topology induced by R

N ;
ii) ∂ϕ

∂x (x0) : R
n −→ R

N is injective for all x0 ∈ U .
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Fig. 1.2. Manifold embedded in R
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Here ϕ(x1, . . . , xn) = (ϕ1(x1, . . . , xn), . . . , ϕN (x1, . . . , xn)) and ∂ϕ
∂x (x0) is the

N × n matrix ∂ϕ
∂x (x0) = (∂ϕ

i

∂xj
(x0)).

To show that Qn is a Ck manifold we prove the next two propositions:

Proposition 1.1.1. Let Qn be a Ck submanifold of R
N with dimension n

and ϕ : U −→ R
N a regular parametrization in a neighborhood of y0 ∈

ϕ(U) ⊂ Qn. Then, there exist an open neighborhood Ω of y0 in R
N and a

Ck-map Ψ : Ω −→ R
N such that

Ψ (Qn ∩Ω) = ϕ−1 (Qn ∩Ω)× {0}N−n.

Proof: We may assume, without loss of generality, that the first deter-
minant (n first lines and n columns) of ∂ϕ

∂x (x0) does not vanish (here
y0 = ϕ(x0)). Define the function F : U × R

N−n −→ R
N by F (x; z) =

(ϕ1(x), . . . , ϕn(x);ϕn+1(x) + z1, . . . , ϕ
N (x) + zN−n) which is of class Ck; we

have, clearly, F (x, 0) = ϕ(x), for all x ∈ U , so F (x0, 0) = ϕ(x0) = y0 and

∂F

∂(x, z)
(x0, 0) =


∂ϕi

∂xj
(x0)

... 0

i, j = 1, . . . , n
...

. . . . . . . . . . . . .
... . . .

∗
... I

 .

From this it follows that det ∂F
∂(x,z) (x0, 0) �= 0. The result comes, using the

inverse function theorem, that is, F is a (local) diffeomorphism onto an open
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neighborhood Ω of y0 in R
N with an inverse Ψ defined in Ω. It is also clear

that Ψ (Qn ∩Ω) = ϕ−1 (Qn ∩Ω)× {0}N−n.

From the last proposition it follows that any Ck submanifold is in fact a
Ck manifold.

Remark 1.1.2. Denote by π2 the second projection π2 : U ×R
N−n −→ R

N−n

and let f be the composition f = π2 ◦ Ψ : Ω −→ R
N−n, so that, to any

y ∈ Qn that belongs to Ω, one associates N − n functions f1, . . . , fN−n :
Ω −→ R such that f = (f1, . . . , fN−n) and Ω ∩Qn is given by the equations
f1 = . . . = fN−n = 0, the differentials df1(y), . . . , dfN−n(y) being linearly
independent.

Conversely we have the following:

Proposition 1.1.3. Let Q ⊂ R
N be a set such that any point y ∈ Q has an

open neighborhood Ω in R
N and N − n Ck-differentiable functions, k ≥ 1,

f1 : Ω −→ R, . . . , fN−n : Ω −→ R

such that Ω ∩Q is given by f1 = . . . = fN−n = 0, with df1(y), . . . , dfN−n(y)
linearly independent. Then Q is a Ck submanifold of (manifold embedded in)
R
N with dimension n.

Proof: The linear forms dfi(y) : R
N −→ R, i = 1, . . . , N − n, define a

surjective linear transformation
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(df1(y), . . . , dfN−n(y)) : R
N −→ R

N−n

with a n-dimensional kernel K ⊂ R
N . Let L : R

N −→ R
n be any linear

transformation such that the restriction L|K is an isomorphism from K onto
R
n. Define G : Ω ⊂ R

N −→ R
N by

G(ξ) = (f1(ξ), . . . , fN−n(ξ), L(ξ))

whose derivative at y ∈ Q is given by

dG(y)v = (df1(y)v, . . . , dfN−n(y)v, L(v)).

Then dG(y)v is non singular and so, by the inverse function theorem, G
takes an open neighborhood Ω̃ of y, diffeomorphically onto a neighborhood
G(Ω̃) of (0, L(y)). Note that if f

def
= (f1, . . . , fN−n), f−1(0) ∩ Ω̃ = Q ∩ Ω̃

corresponds, under the action of G, to points of the hyperplane (0,Rn) since
G takes f−1(0) ∩ Ω̃ onto (0,Rn) ∩ G(Ω̃). The inverse ϕ of G restricted to
f−1(0) ∩ Ω̃ is a Ck-bijection:

ϕ : U
def
= (0,Rn) ∩G(Ω̃) −→ ϕ(U) = Q ∩ Ω̃.

To the point y ∈ Q then corresponds a local chart (ϕ,U), that is, Q is a
Ck-submanifold of R

N , with dimension n.

Exercise 1.1.4. The orthogonal matrices are obtained between the real 3×3
matrices (these are essentially R

9) as the zeros of six functions (the orthogo-
nality conditions). This way we obtain two connected components, since the
determinant of an orthogonal matrix is equal to +1 or −1. The component
with determinant +1 is the group SO(3) of rotations of R

3. Show that SO(3)
is a compact submanifold of R

9 of dimension 3.

1.2 The tangent space

Let Q be a n-dimensional submanifold of R
N . To any y ∈ Q is associated a

subspace TyQ of dimension n; in the notation of Proposition 1.1.3, TyQ is
the kernel K of the linear map

(df1(y), . . . , dfN−n(y)) : R
N −→ R

N−n.

The vectors of TyQ = K are called the tangent vectors to Q at the
point y ∈ Q and the subspace TyQ is the tangent space of Q at the point

y. The tangent vectors at y can also be defined as the velocities
·
γ (0) of all

C1-curves γ : (−ε,+ε) −→ R
N with values on Q and such that γ(0) = y.

In the general case of a manifold Q one defines an equivalence relation at
y ∈ Q between smooth curves. So, a continuous curve γ : I −→ Q (I is any
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interval containing 0 ∈ R) is said to be smooth at zero if for any local chart
(U ;ϕ), γ(0) = y ∈ ϕ(U), the curve ϕ−1 ◦ γ|γ−1(ϕ(U)) : γ−1(ϕ(U)) −→ R

n is
smooth. Two (smooth at zero) curves γ1 : I1 −→ Q and γ2 : I2 −→ Q such
that γ1(0) = γ2(0) = y are equivalent if d

dt (ϕ
−1 ◦ γ1)|t=0 = d

dt (ϕ
−1 ◦ γ2)|t=0.

This concept does not depend on the local chart (U ;ϕ). A tangent vector
vy at y ∈ Q is a class of equivalence of that equivalence relation. We write

simply vy =
·
γ1 (0) =

·
γ2 (0). One defines sum of tangent vectors at y and

product of a real number by a tangent vector. This way the set TyQ of all
tangent vectors to Q at y ∈ Q is a vector space with dimension n. With
a local chart (U ;ϕ) and the canonical basis {ei}(i = 1, . . . , n) of R

n, it is
possible to construct a basis of TyQ at y ∈ ϕ(U); if we set x0 = ϕ−1(y),
consider the tangent vectors associated to the curves γi : t �→ ϕ(x0 + tei) and

let ∂
∂xi

(y)
def
=

·
γi (0), i = 1, . . . , n.

1.3 The derivative of a differentiable function

A continuous function f : Q1 −→ Q2 defined on a differentiable manifold Q1
with values on a differentiable manifold Q2 is said to be Cr- differentiable at
y ∈ Q1 if for any two charts (U,ϕ) and (U,ϕ), ϕ−1(y) ∈ U and ϕ−1(f(y)) ∈
U , the map ϕ−1.f.ϕ : U −→ U is Cr differentiable at ϕ(y), r > 0; of course
we are assuming (as we can) f(ϕ(U)) ⊂ ϕ(U) (reducing U if necessary), due
to the continuity of f at y ∈ Q1. The notion of differentiability does not
depend on the used local charts. One uses to say smooth instead of C∞.
The derivative df(y) or f∗(y) of a C1- differentiable function f : Q1 −→ Q2
at y ∈ Q1 is a linear map

f∗(y) : TyQ1 −→ Tf(y)Q2

that sends a tangent vector represented by a curve γ : I −→ Q1, γ(0) =
y ∈ Q1, into the tangent vector at f(y) ∈ Q2 represented by the curve
foγ : I −→ Q2. One can show that f∗(y) is linear.

If g : Q2 −→ Q3 is another C1-differentiable function one has:

TyQ1
f∗(y)−→ Tf(y)Q2

g∗(f(y))−→ Tg(f(y))Q3

and it can be proved that

(g ◦ f)∗(y) = g∗(f(y)) ◦ f∗(y) for all y ∈ Q1.

A Cr-diffeomorphism f : Q1 −→ Q2 is a bijection such that f and f−1

are Cr-differentiable, r ≥ 1 .
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1.4 Tangent and cotangent bundles of a manifold

Let Q be a Ck-differentiable manifold, k ≥ 2. Consider the sets TQ =
∪y∈Q TyQ and T ∗Q = ∪y∈QTy

∗Q where Ty
∗Q, y ∈ Q, is the dual of TyQ,

that is, Ty∗Q is the set of all linear forms defined on TyQ.

Exercise 1.4.1. Show that TQ and T ∗Q are Ck−1-manifolds if Q is a Ck-
manifold, k ≥ 2. Show also that the canonical projections:

τ : vy ∈ TQ �→ y ∈ Q and
τ∗ : ωy ∈ T ∗Q �→ y ∈ Q

are Ck−1 maps.
TQ and T ∗Q are called the tangent and cotangent bundles of Q,

respectively.

Exercise 1.4.2. Prove that the cartesian product of two manifolds is a man-
ifold.

Exercise 1.4.3. (Inverse image of a regular value) Let F : U ⊂ R
n −→ R

m

be a differentiable map defined on an open set U ⊂ R
n. A point p ∈ U is

a critical point of F if dF (p) : R
n −→ R

m is not surjective. The image
F (p) ∈ R

m of a critical point is said to be a critical value of F . A point
a ∈ R

m is a regular value of F if it is not a critical value. Show that the
inverse image F−1(a) of a regular value a ∈ R

m either is a submanifold of
R
n, contained in U , with dimension equal to n−m, or F−1(a) = ∅.

Let Q be a differentiable manifold. Q is said to be orientable if Q
has an atlas a = {(Uα, ϕα)} such that (Uα, ϕα) and (Uβ , ϕβ) in a sat-
isfying ϕα(Uα) ∩ ϕβ(Uβ) �= ∅, the derivative of ϕβ

−1 ◦ ϕα at any x ∈
ϕα

−1 [ϕα(Uα) ∩ ϕβ(Uβ)] has positive determinant. If one fix such an atlas, Q
is said to be oriented. If Q is orientable and connected, it can be oriented
in exactly two ways.

Exercise 1.4.4. Show that TQ is orientable (even if Q is not orientable).
Show that a two-dimensional submanifold Q of R

3 is orientable if, and only
if, there is on Q a differentiable normal unitary vector field N : Q −→ R

3,
that is, for all y ∈ Q,N(y) is orthogonal to TyQ.

Exercise 1.4.5. Use the stereographic projections and show that the sphere
Sn = {(x1, . . . , xn+1) ∈ R

n+1|
∑n+1
i=1 x2

i = 1} is orientable.

1.5 Discontinuous action of a group on a manifold

An action of a group G on a differentiable manifold M is a map

ϕ : G×M −→M

such that:
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1) for any fixed g ∈ G, the map ϕg : M −→ M given by ϕg(p) = ϕ(g, p) is
a diffeomorphism and ϕe = Identity on M (e ∈ G is the identity);

2) if g and h are in G then ϕgh = ϕg ◦ ϕh where gh is the product in G.

An action ϕ : G ×M −→ M is said to be properly discontinuous if
any p ∈ M has a neighborhood Up in M such that Up ∩ ϕg(Up) = ∅ for all
g �= e, g ∈ G.

Any action of G on M defines an equivalence relation ∼ between elements
of M ; in fact, one says that p1 ∼ p2 (p1 equivalent to p2) if there exists g ∈ G
such that ϕg(p1) = p2. The quotient space M/G under ∼ with the quotient
topology is such that the canonical projection π : M −→M/G is continuous
and open. (π(p) ∈M/G is the class of equivalence of p ∈M).

The open sets in M/G are the images by π of open sets in M . Since M
has a countable basis of open sets, M/G also has a countable basis of open
sets.

Exercise 1.5.1. Show that the topology of M/G is Hausdorff if and only if
given two non equivalent points p1, p2 in M , there exist neighborhoods U1
and U2 of p1 and p2 such that U1 ∩ ϕg(U2) = φ for all g ∈ G.

Exercise 1.5.2. Show that if ϕ : G×M −→M is properly discontinuous and
M/G is Hausdorff then M/G is a differentiable manifold and π : M −→M/G
is a local diffeomorphism, that is, any point of M has an open neighborhood
Ω such that π sends Ω diffeomorphically onto the open set π(Ω) of M/G.
Show also that M/G is orientable if and only if M is oriented by an atlas a =
{(Uα, ϕα)} preserved by the diffeomorphisms ϕg, g ∈ G (that is, (Uα, ϕg ◦ϕα)
belongs to a for all (Uα, ϕα) ∈a).

Example 1.5.3. Let M = Sn ⊂ R
n+1 and G be the group of diffeomorphisms

of Sn with two elements: the identity and the antipodal map A : x �→ −x.
The quotient Sn/G can be identified with the projective space Pn(R).

Example 1.5.4. Let M = R
k and G be the group Zk of all integer transla-

tions, that is, the action of g = (n1, . . . , nk) ∈ Zk on x = (x1, . . . , xk) ∈ R
k

means to obtain x + g ∈ R
k. The quotient R

k/Zk is the torus T k. The
torus T 2 is diffeomorphic to the torus of revolution T̃ 2, submanifold
of R

3 obtained as the inverse image of zero under the map f(x, y, z) =
z2 + (

√
x2 + y2 − a)2 − r2 (0 < r < a).

Example 1.5.5. Let S be a submanifold of R
3 symmetric with respect to

the origin and G = {e,A} be the group considered in example 1.5.3 above.
The special case S = T̃ 2 (torus of revolution in R

3) gives us the quotient

manifold T̃ 2/G
def
= K, the so called Klein bottle. When S is the manifold

S = {(x, y, z) ∈ R
3|x2 + y2 = 1,−1 < z < 1} then S/G is called the Möbius

band.

Exercise 1.5.6. Show that the Klein bottle, the Möbius band and P 2(R)
are not orientable. Show also that Pn(R) is orientable if and only if n is odd.
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1.6 Immersions and embeddings. Submanifolds

Let M and N be differentiable manifolds and ϕ : M −→ N be a differentiable
map. ϕ is said to be an immersion of M into N if ϕ∗(p) : TpM −→ Tϕ(p)N
is injective for all p ∈M .

An embedding of M into N is an immersion ϕ : M −→ N such that ϕ
is a homeomorphism of M onto ϕ(M) ⊂ N , ϕ(M) with the topology induced
by N . If M ⊂ N and the inclusion i : M −→ N is an embedding of M into
N , M is said to be a submanifold of N .

Example 1.6.1. The map ϕ : R −→ R
2 given by ϕ(t) = (t, |t|) is not differen-

tiable at t = 0.

Example 1.6.2. The map ϕ : R −→ R
2 defined by ϕ(t) = (t3, t2) is differen-

tiable but is not an immersion because ϕ∗(0) : R −→ R
2 is the zero map that

is not injective.

Example 1.6.3. The map ϕ : (0, 2π) −→ R
2 defined by

ϕ(t) = (2 cos(t− π

2
), sin 2(t− π

2
))

is an immersion but is not a embedding. The image M = ϕ((0, 2π)) is an
”eight”. Also, the inclusion i : M −→ R

2 is not an embedding, so M =
ϕ((0, 2π)) is not a submanifold of R

2.

Example 1.6.4. The curve ϕ : (−3, 0) −→ R
2 given by:

ϕ(t) =

 (0,−(t + 2)) if t ∈ (−3,−1)
a regular curve for t ∈ (−1,− 1

π )
(−t,− sin 1

t ) if t ∈ (− 1
π , 0)

is an immersion but is not an embedding.
A neighborhood of O = (0, 0) has infinitely many connected components

if one considers the induced topology for the set ϕ(−3, 0) ⊂ R
2.

Example 1.6.5. ϕ : R −→ R
3 defined by ϕ(t) = (cos 2πt, sin 2πt, t) is an

embedding. The image ϕ(R) is homeomorphic to R.

Example 1.6.6. The image ϕ(R) of the map ϕ : R −→ R
2 given by ϕ(t) =

(cos 2πt, sin 2πt) is S1 ⊂ R
2. The map ϕ is an immersion but not an em-

bedding since is not injective. But ϕ(R) = S1 is a submanifold of R
2 if we

consider the inclusion map i : S1 −→ R
2.

Exercise 1.6.7. Analyze the maps:

ϕ1(t) = (
1
t

cos 2πt,
1
t

sin 2πt), t ∈ (1,∞);

ϕ2(t) = (
t + 1
2t

cos 2πt,
t + 1
2π

sin 2πt), t ∈ (1,∞)
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1.7 Partition of unity

Let X be a topological space. A covering of X is a family {Ui} of open sets Ui
in X such that

⋃
i Ui = X. A covering of X is said to be locally finite if any

point of X has a neighborhood that intersects a finite number of elements in
the covering, only. One says that a covering {Vk} is subordinated to {Ui} if
each Vk is contained in some Ui. Let Br be the ball of R

m centered at 0 ∈ R
m

and radius r > 0.

Proposition 1.7.1. Let X be a differentiable manifold, dim X = m. Given
a covering of X, there exists an atlas {(ϕ−1

k (Vk), ϕk)} where {Vk} is a locally
finite covering of X subordinated to the given covering, and such that ϕ−1

k (Vk)
is the ball B3 and, moreover, the open sets Wk = ϕk(B1) cover X.

For a proof see the book [40] ”Differential Manifolds” by S. Lang, Addison
Wesley Pu. Co., p. 33, taking into account that in the last Proposition 1.7.1
X is Hausdorff, finite dimensional and has a countable basis.

The support supp (f) of a function f : X → R is the closure of the set
of points where f does not vanish. We say that a family {fk} of differentiable
functions fk : X → R is a differentiable partition of unity subordinated
to a covering {Vk} of X if:

(1) For any k, fk ≥ 0 and supp (fk) is contained in a coordinate neighbor-
hood Vk of an atlas {(ϕ−1

k (Vk), ϕk)} of X.
(2) The family {Vk} is a locally finite covering of X.
(3)

∑
α fα(p) = 1 for any p ∈ X (this condition makes sense since for each

p, fα(p) �= 0 for a finite number of indices, only).

Proposition 1.7.2. Any connected differentiable manifold X has a differ-
entiable partition of unity.

Proof: The idea is the following: by Proposition 1.7.1, for each k one defines
a smooth “cut off” function ψk : X → R of compact support contained in
Vk such that ψk is identically 1 on Wk and ψk ≥ 0 on X. From the fact
that {Vk} is a locally finite covering of X subordinated to the given initial
covering {Ui} of X, the sum

∑
k ψk = ψ exists; moreover ψ is smooth and

ψ(p) > 0 for any p ∈ X. Then the functions fk = ψk/ψ have the desired
properties (1), (2) and (3) above.

For a complete proof see also the book [16] “Differentiable Manifolds” by
G. de Rham, Springer-Verlag, p.4.



2 Vector fields, differential forms and tensor
fields

We already saw that given a local chart ϕ : U −→ ϕ(U) = V of a differen-
tiable manifold Q, to each x = (x1, . . . , xn) ∈ U ⊆ R

n corresponds the vectors
x+ei ∈ R

n, (ei) being the canonical basis. The curves ϕ(x+tei), i = 1, . . . , n,
for |t| < ε, (ε > 0 small in order that x + tei ∈ U) define the tangent vectors
to Q at ϕ(x) denoted by ∂

∂xi
(ϕ(x)). We may also write

ϕ∗(x)ei =
∂

∂xi
(ϕ(x)), i = 1, . . . , n

and
∂

∂xi
(ϕ(x))1≤i≤n span Tϕ(x)Q.

A vector field X on a C∞-manifold Q is a map y ∈ Q �→ X(y) ∈
TyQ ⊂ TQ. It is clear that if ϕ : U → V ⊂ Q is a local chart, the maps
∂
∂xi

: y ∈ V �→ ∂
∂xi

(y) are vector fields on V . A vector field X on Q is said to
be of class C∞ (or smooth) if given any local chart ϕ : U −→ V ⊂ Q,X is
written as

X(y) =
n∑
i=1

ai(y)
∂

∂xi
(y)

with the functions ai : y ∈ V �→ ai(y) ∈ R being C∞ -functions. This means
that the map X : Q �→ TQ satisfies τ ◦X = idQ and is a C∞-differentiable
map (τ : TQ −→ Q is the canonical projection and idQ is the identity map
on Q). Let D(Q) be the set of all C∞-functions f : Q −→ R and X (Q) be the
set of all C∞-vector fields on Q. Any X ∈ X (Q) is a derivative of functions,
in the sense that given a C∞-differentiable function f : Q −→ R, f ∈ D(Q),
then X(f) ∈ D(Q) is the C∞-differentiable function defined as

X(f)(y) = df(y) [X(y)] for any y ∈ Q.

In local coordinates, if X =
∑n
i=1 ai

∂
∂xi

then X(f) =
∑n
i=1 ai

∂f
∂xi

(this
equality holds in V ).

We remark also that ∂
∂xi

(f)(ϕ(x)) = ∂
∂xi

(f ◦ ϕ)(x) = ∂f
∂xi

(ϕ(x)), for all
x ∈ U .

It is easy to see that if f and g are C∞-differentiable functions and α, β ∈
R we have, for any C∞-vector field X, the equalities:

W.M. Oliva: LNM 1798, pp. 13–21, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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X(αf + βg) = αX(f) + βX(g),

X(fg) = fX(g) + gX(f).

Given two C∞-vector fields X and Y defined on a C∞-manifold Q, they
define the Lie bracket [X,Y ] as the unique C∞-vector field Z such that,

for any C∞-differentiable function f : Q −→ R, one has Zf = [X,Y ]f
def
=

X(Y f)− Y (Xf). If, in local coordinates, we have the expressions:

X =
n∑
i=1

ai
∂

∂xi
, Y =

n∑
i=1

bi
∂

∂xi

then, a simple computation shows that

[X,Y ]f =
n∑

i,j=1

(ai
∂bj
∂xi
− bi

∂aj
∂xi

)
∂f

∂xj

so, the uniqueness follows. To prove the existence of [X,Y ] we define, locally

[X,Y ] =
n∑

i,j=1

(ai
∂bj
∂xi
− bi

∂aj
∂xi

)
∂

∂xj
,

and show that the definition is coherent in the intersection of two coordinate
neighborhoods.

Exercise 2.0.1. Complete the proof of the existence of [X,Y ].

Exercise 2.0.2. Show that if X,Y, Z are C∞ vector fields, f, g C∞-functions
and α, β ∈ R one has:

[X,Y ] = −[Y,X]; [αX + βY, Z] = α[X,Z] + β[Y,Z].

[fX, gY ] = fg[X,Y ] + f(Xg)Y − g(Y f)X.

[[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0 (Jacobi identity).

We want to introduce now, some other machinery used in calculus on man-
ifolds: differential forms, exterior derivative, interior product, tensor fields and
Lie derivative.

Let ΛkQ be the manifold of all exterior k-forms on Q. This means that

ΛkQ = ∪y∈Q ∧k Ty
∗Q

where ∧kTy∗Q is the space of all alternate k-linear forms on TyQ; recall that
Λ1Q = T ∗Q and Λ0Q = D(Q). Denote by τk : ΛkQ −→ Q the natural
projection and by Γ k(Q) the set of all C∞-differentiable k-forms on Q, that
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is, σ ∈ Γ k(Q) is a cross section, with respect to τk, of the vector bundle
(ΛkQ,Q, τk); so σ is a C∞-map σ : Q −→ ΛkQ such that τk ◦ σ = id Q.

Any smooth map f : Q1 −→ Q2 from a manifold Q1 into a manifold Q2
has a natural extension f∗ that acts on the k-forms σ ∈ Γ k(Q2); in fact,
f∗σ ∈ Γ k(Q1) is defined as follows:

(f∗σ)(y)(X1(y), . . . , Xk(y))
def
= σ(f(y))(f∗X1(y), . . . , f∗Xk(y))

for all y ∈ Q1 and X1, . . . , Xk ∈ X (Q1).

We also write, for simplicity,

f∗σ(X1, . . . , Xk) = σ(f∗X1, . . . , f∗Xk) (2.1)

It is clear that f∗ is linear.
If σk and σl are in Γ k(Q) and Γ l(Q), respectively, σk∧σl is the (k+l)-form

in Γ k+l(Q) defined by

σk ∧ σl(X1, . . . , Xk+l)
def
=

∑
(−1)εσk(Xi1, . . . , Xik)σ

l(Xj1, . . . , Xj l) (2.2)

the
∑

being extended to all sequences (i1 < . . . < ik; j1 < . . . < jl) where
(i1, . . . , ik, j1, . . . , jl) is a sign ε permutation of the indices (1, . . . , k + l) such
that i1 < i2 < . . . < ik and j1 < j2 < . . . < jl.

Given σk ∈ Γ k(Q), σl ∈ Γ l(Q) and f : Q −→ Q differentiable, one has:

f∗(σk ∧ σl) = f∗σk ∧ f∗σl.

One can also show that:

σk ∧ (σ1
l + σ2

l) = σk ∧ σ1
l + σk ∧ σ2

l; (2.3)

σk ∧ (σl ∧ σm) = (σk ∧ σl) ∧ σm (2.4)
σk ∧ σl = (−1)klσl ∧ σk (2.5)

For σk ∈ Γ k(Q) and local coordinates (V ;x1, . . . , xn) on Q, we have:

σk(y) =
∑

i1<...<ik

SI(y)dxi1(y) ∧ . . . ∧ dxik(y),

where I = (i1, . . . , ik) and SI(y) = SI(x1, . . . , xn) are differentiable functions
on V . Omitting the point y ∈ V we set, simply,

σk = σk|V =
∑

i1<...<ik

SIdxi1 ∧ . . . ∧ dxik. (2.6)
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The exterior derivative d : Γ (Q) −→ Γ (Q) is an operation on the

algebra Γ (Q) = n⊕
k = 0

Γ k(Q), where n = dim Q and k ≥ 0, which is linear
and

dσk ∈ Γ k+1 (Q) for σk ∈ Γ k(Q);
If f ∈ Γ ◦(Q), df(X) = X(f) for all ∈ X (Q); (2.7)

d(σk ∧ ω) = dσk ∧ ω + (−1)kσk ∧ dω; (2.8)

d2 = 0. (2.9)

One can show that the operation above exists. In local coordinates
(V ;x1, . . . , xn) on Q, if f ∈ D(Q) = Γ ◦(Q), one has df =

∑n
i=1

∂f
∂xi

dxi
and by (3.6) if σk =

∑
i1<...<ik

SIdxi1 ∧ . . . ∧ dxin, then

dσk =
∑

i1<...<ik

dSI ∧ dxi1 ∧ . . . ∧ dxik. (2.10)

The properties of the operation d imply that if f : Q1 −→ Q2 is differen-
tiable, then

d(f∗σ) = f∗(dσ) for all σ ∈ Γ kQ2. (2.11)

The interior product of σ ∈ Γ k(Q), k ≥ 1, by a vector field X ∈ X (Q)
is the (k − 1)-form i(X)σ such that

i(X)f = 0 if k = 0 (f ∈ D(Q)); (2.12)

i(X)σ = σ(X) if k = 1; (2.13)

i(X)σ(X1, . . . , Xk−1) = σ(X,X1, . . . , Xk−1) if k > 1. (2.14)

It can be shown that

i(X)(aσ1 + bσ2) = ai(X)σ1 + bi(X)σ2, a, b ∈ R, σ1, σ2 ∈ Γ k(Q);(2.15)

i(X)(σk ∧ ω) = [i(X)σk] ∧ ω + (−1)kσk ∧ [i(X)ω]. (2.16)

2.1 Lie derivative of tensor fields

A covariant tensor field of order r on Q is a multilinear map

Φ : X (Q)× . . .×X (Q) −→ D(Q)

that is, Φ is D(Q)-linear in each one of the r factors:



2.1 Lie derivative of tensor fields 17

Φ(Y1, . . . , fX + gY, . . . , Yr) =fΦ(Y1, . . . , X, . . . , Yr)
+ gΦ(Y1, . . . , Y, . . . , Yr)

for all X,Y ∈ X (Q) and f, g ∈ D(Q).
In an analogous way we define a contravariant tensor field using

Γ 1Q instead of X (Q). Also we define a mixed tensor field of type
(r, s) as a D(Q)-multilinear map Φ : (Γ 1(Q))r × (X (Q))s −→ D(Q), so
Φ(σ1, . . . , σr, Y1, . . . , Ys) ∈ D(Q). One says that the one form σi occupies
the ith contravariant slot and that the vector field Yj occupies the jth covari-
ant slot of Φ.

Exercise 2.1.1. Show that the covariant tensor fields of order 1 are naturally
identified with the elements of Γ 1(Q) and the contravariant tensor fields of
order 1 are identified with vector fields.

Exercise 2.1.2. Define the contraction Ci
j(Φ) of a tensor field Φ of type

(r, s) which is a tensor field of type (r − 1, s − 1). Hint: Start defining the
contraction C(A) of a tensor field of type (1, 1) as a function on Q, using
local coordinates x1, . . . , xn, by C(A) =

∑n
i=1 A(dxi, ∂

∂xi ), and show that the
definition does not depend on the coordinates. Continue by defining

[Ci
j(Φ)](σ1, . . . , σr−1, Y1, . . . , Ys−1)

as the contraction C(A) of the following tensor field A of type (1,1):

A : (θ,X) �−→ Φ(σ1, . . . , θ, . . . , σr−1, Y1, . . . , X, . . . , Ys−1)

where θ occupies the ith contravariant slot and X occupies the jth covariant
slot of Φ.

Let X ∈ X (Q) be a vector field on Q. The local flow Xt of X is a one-
parameter group of diffeomorphisms that acts in a neighborhood V of a point
y ∈ Q, for |t| < ε, ε > 0 small. Given a covariant tensor field Φ one can
compute the derivative of Φ along integral curves of X; in other words, the
diffeomorphism Xt induces a map Xt

∗ that acts on covariant tensor fields in
V . So Xt

∗Φ(Xt(y)) is a tensor at y then Xt
∗Φ(Xt(y)) − Φ(y) makes sense.

The Lie derivative of Φ is another tensor field LXΦ of the same type (also
denoted by θ(X)Φ) defined by

LXΦ(y)
def
= lim

t→0

1
t

[Xt
∗Φ(Xt(y))− Φ(y)] =

d

dt
Xt

∗Φ(Xt(y))|t=0. (2.17)

Let us see some properties of the Lie derivative:

LX(aΦ1 + bΦ2) = aLXΦ1 + bLXφ2, a, b ∈ R (2.18)

If f is a diffeomorphism of Q, LX(f∗Φ) = f∗Lf∗XΦ. (2.19)
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When B is a bilinear map of tensors, that is, if B(Φ1, Φ2) is a tensor that
depends linearly on Φ1 and Φ2, then

LXB(Φ1, Φ2) = B(Φ1, LXΦ2) + B(LXΦ1, Φ2). (2.20)

In particular:

LX(σk ∧ ω�) = (LXσk) ∧ ω� + σk ∧ LXω�. (2.21)

For the case in which Φ = f is a function (f ∈ D(Q)) one has:

LXf = X(f). (2.22)

Let Φ = σk be an exterior differential k-form and take a local system
of coordinates (V ; y1, . . . , yn) for Q where X =

∑n
i=1 Xi ∂

∂yi
and the local

diffeomorphism Xt has the components

Xt(y1, . . . , yn) = (Xt
1(y1, . . . , yn), . . . , Xt

n(y1, . . . , yn)).

Each function Xt
i(y1, . . . , yn) depends, in a differentiable way, on t and

y1, . . . , yn, so Xt
i(y1, . . . , yn) = f i(t, y1, . . . , yn) and ∂2fi

∂t∂yj
= ∂2fi

∂yj∂t
. Thus, for

σk = dyi on has:

Xt
∗dyi = dXt

i =
n∑
j=1

∂Xi
t

∂yj
dyj , and

LXdyi =
d

dt
(Xt

∗dyi) |t=0 =
n∑
j=1

(
d

dt

∂Xt
i

∂yj

)
|t=0 dyj =

n∑
j=1

∂Xi

∂yj
dyj .

(2.23)
Now, if Φ = σk is a one form σ, locally given by:

σ =
n∑
i=1

Sidyi =
n∑
i=1

Si(y1, . . . , yn)dyi,

applying the properties of the Lie derivative and the fact that (S, dy) ∈
Γ o(Q)× Γ 1(Q)→ Sdy ∈ Γ 1(Q) is a bilinear map of tensors, then

LXσ =
n∑
i=1

LX(Sidyi) =
n∑
i=1

(
(LXSi)dyi + SiLXdyi

)

=
n∑
i=1

 n∑
j=1

Xj ∂Si
∂yj

 dyi +
n∑
i=1

Si

 n∑
j=1

∂Xi

∂yj
dyj

 ;
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so

LXσ =
∑
i,j

(
Xj ∂Si

∂yj
+ Sj

∂Xj

∂yi

)
dyi. (2.24)

Finally, φ = σk =
∑
i1<...<ik

SIdyi1∧ . . .∧dyik being an exterior differen-
tial k-form, one uses (2.18) and (2.21) and LXσk is obtained under the usual
rules.

Exercise 2.1.3. Try to define the Lie derivative of a contravariant tensor
field.

Let now Φ = Y ∈ X (Q) be a vector field on Q and let us show that LXY =
[X,Y ], that is, LXY is precisely the Lie bracket [X,Y ] introduced above. In
fact, in local coordinates (V, y1, . . . , yn) one can write X =

∑n
i=1 Xi ∂

∂yi
and

Y =
∑n
i=1 Y i ∂

∂yi
. We start computing LX

(
∂
∂yi

)
= d

dtX−t∗
(

∂
∂yi

)
|t=0 . The

j-component of the vector field X−t∗ ∂
∂yi

at p ∈ Q is

dyj(p)
[
X−t∗

∂

∂yi
(Xt(p))

]
= dXj

−t

[
∂

∂yi
(Xt(p))

]

=
∂Xj

−t
∂yi

(Xt(p))

so that,

LX

(
∂

∂yi

)
=

n∑
j=1

d

dt

[
∂Xj

−t
∂yi

(Xt(p))

] ∣∣∣∣
t=0

∂

∂yj
=

n∑
j=1

−∂Xj

∂yi

∂

∂yj
,

and

LX(Y ) = LX

(
n∑
i=1

Y i ∂

∂yi

)
=

n∑
i=1

((
LXY i

)( ∂

∂yi

)
+ Y iLX

(
∂

∂yi

))
=

=
n∑
i=1

 n∑
j=1

Xj ∂Y
i

∂yj

∂

∂yi
+ Y i

n∑
j=1

(
−∂Xj

∂yi

)
∂

∂yj

 ,

so,

LX(Y ) =
n∑

i,j=1

(
Xj ∂Y

i

∂yj
− Y j ∂X

i

∂yj

)
∂

∂yi
= [X,Y ]. (2.25)

The next formulae that will be derived until the end of this chapter are
useful and relate the notions of exterior derivative, interior product and Lie
derivative.
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LX(dσ) = dLXσ, σ ∈ Γ (Q); (2.26)

this follows because Xt
∗dσ = dXt

∗σ.

LX [i(Y )σ] = i([X,Y ])σ + i(Y )LXσ; (2.27)

it is enough to observe that i(Y )σ is bilinear in Y and σ, so by (2.20) we
have

LX [i(Y )σ] = i(LXY )σ + i(Y )LXσ,

and by (2.25) formula (2.27) follows.

2.2 The Henri Cartan formula

Proposition 2.2.1. The so called Henri Cartan formula is the following:

LXσ = i(X)dσ + d[i(X)σ], σ ∈ Γ (Q), X ∈ X (Q). (2.28)

Proof: To prove (2.28) one remarks that the second member of this last
formula is a derivative on the algebra Γ (Q) and then, it is enough to show
that the equality holds when applied to functions and 1-forms.

If f ∈ Γ o(Q) = D(Q) and since by (2.12) i(X)f = 0, formula (2.28)
reduces, due to (2.13), to

LXf = df(X) = i(X)df (2.29)

If σ ∈ Γ 1(Q), σ is locally the sum σ =
∑n
i=1 Sidxi and so, it is enough to

prove now formula (2.28) for the 1-forms of type g.df , f, g ∈ D(Q).
We have LX(g.df) = (LXg)df + gLXdf by (2.21), and

LX(g.df) = X(g)df + g.d(i(X)df) (2.30)

by (2.22), (2.26) and (2.29). On the other hand, (2.8) and (2.9) imply

i(X)d(g.df) + d(i(X)(g.df)) = i(X)(dg ∧ df) + d(i(X)(g.df)).

Using (2.16), (2.13) and (2.12) we obtain

i(X)d(g.df) + d(i(X)(g.df)) = X(g)df −X(f).dg + d(g.df(X)),

so, by (2.8) one has

i(X)d(g.df) + d(i(X)(g.df)) = X(g)df −X(f).dg + dg.X(f) + g.d(X(f))
= X(g)df + g.d(i(X)df);

thus, by (2.30) we finally have

LX(g.df) = i(X)d(g.df) + d(i(X)(g.df)),

and (2.28) is proved.
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Exercise 2.2.2. Prove that L[X,Y ] = [LX , LY ] where, as usual, the right-
hand side means LXLY − LY LX .

Exercise 2.2.3. In the following two examples, which one is a tensor field:

i) (σ,X) ∈ Γ 1(Q)×X (Q) �−→ σ(X) ∈ D(Q)
ii) (X,Y ) ∈ X (Q)×X (Q) �−→ X(θ(Y )) ∈ D(Q)

where θ ∈ Γ 1(Q) is a fixed one form.

Exercise 2.2.4. Show that if σ is a k-form and X0, X1, . . . , Xk, are vector-
fields one has

dσ(X0, X1, . . . , Xk) =
k∑
i=0

(−1)iXi(σ(X0, . . . , X̂i, . . . , Xk)) +

+
∑
i<j

(−1)i+jσ([XiXj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk), (2.31)

and

LXσ(X1, . . . , Xk) = X(σ(X1, . . . , Xk))−
k∑
i=1

σ(X1, . . . , [X,Xi], . . . , Xk).

(2.32)



3 Pseudo-Riemannian manifolds

A pseudo-Riemannian metric on a differentiable manifold Q is a law that
to each point y ∈ Q associates a non-degenerate symmetric bilinear form 〈, 〉y
on the tangent space TyQ, varying smoothly, that is, given a local system of
coordinates (V ;x1, . . . , xn), y ∈ V , and considered the local vector fields
∂
∂xi

, i = 1, . . . , n, the functions gij : V → R defined by gij = 〈 ∂∂xi
, ∂
∂xj
〉 are

smooth. The n× n matrix (gij) is symmetric and 〈, 〉y being non degenerate
means det gij(y) �= 0 for all y ∈ V . If the pseudo Riemannian metric is such
that 〈, 〉y is positive definite for all y ∈ Q we say that the law 〈, 〉 : y �→ 〈, 〉y is
a Riemannian metric on Q. In both cases we use to say that 〈, 〉 is simply
a metric.

A pseudo-Riemannian (Riemannian) manifold is a pair (Q, 〈, 〉)
where 〈, 〉 is a pseudo-Riemannian (Riemannian) metric on a differentiable
manifold Q. If one computes the composition gij ◦ ϕ of gij with the local
chart ϕ : U → V , one obtains gij ◦ ϕ(x1, . . . , xn) or simply gij(x1, . . . , xn).

Given two pseudo-Riemannian (Riemannian) manifolds (Q1, 〈, 〉1) and
(Q2, 〈, 〉2), and a diffeomorphism f : Q1 → Q2 such that 〈uy, vy〉1 =
〈f∗uy, f∗vy〉2 for all y ∈ Q1 and uy, vy ∈ TyQ1, then f is said to be a pseudo-
Riemannian (Riemannian) isometry.

Exercise 3.0.1. Show that the product of two pseudo-Riemannian (Rieman-
nian) manifolds is a pseudo-Riemannian (Riemannian) manifold.

Example 3.0.2. Any submanifold Q ⊂ R
N has a Riemannian metric induced

by R
N with its usual inner product. The flat torus is the manifold S1× . . .×

S1 with the product metric, provided that S1 ⊂ R
2 has the induced metric.

Example 3.0.3. A Lie group is a group G with a structure of differentiable
manifold such that the map

(x, y) ∈ G×G �→ xy−1 ∈ G

is differentiable. The left and right translations Lx, Rx by an element x ∈ G
are the diffeomorphisms of G given by Lx(y) = xy and Rxy = yx, respec-
tively. A pseudo-Riemannian (or Riemannian) metric on G is said to be left
invariant if Lx is an isometry for all x ∈ G. An analogous definition for right
invariant metric can be introduced using Rx instead Lx. The left invariant
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metrics on G are obtained if one introduces at TeG (e is the identity of G) a
non-degenerate bilinear form 〈, 〉 and defines 〈, 〉x for any x ∈ G using Lx−1 ,
that is

〈u, v〉x
def
= 〈d(Lx−1)(x)u, d(Lx−1)(x)v〉

for all u, v ∈ TxG.

Example 3.0.4. Immersed pseudo-Riemannian (Riemannian) mani-
folds
Let f : N → Q be an immersion, that is, f is differentiable and f∗(p) :
TpN → Tf(p)Q is injective for all p ∈ N (this implies that dimN ≤ dimQ).
If Q has a pseudo-Riemannian (Riemannian) structure 〈, 〉, f induces on N
a pseudo-Riemannian (Riemannian) structure by the formula

� u, v �p
def
= 〈f∗u, f∗v〉, for all p ∈ N

and all u, v ∈ TpN , provided that �,�p is non-degenerate. If 〈, 〉p is Rie-
mannian, it is easy to see that f∗ injective implies that �,�p is positive
definite (hence non-degenerate), and consequently�,� is always a Rieman-
nian metric on N .

Let Q be a C∞ manifold, τ : TQ → Q the canonical differentiable pro-
jection and let c : I → Q (I ⊂ R an open interval) be a differentiable curve
(not necessarily injective). A vector field V along a differentiable curve
c : I → Q is a map V : I → TQ such that to each t ∈ I corresponds
V (t) ∈ Tc(t)Q, that is, τ ◦ V = c. V is said to be differentiable if the map
V : t ∈ I → V (t) ∈ TQ is differentiable. This means that given (in Q) any
coordinate neighborhood (Ω;x1, . . . , xn) and any to ∈ I such that c(to) ∈ Ω,
we have V (t) =

∑n
i=1 ai(t) ∂

∂xi
(c(t)) for t in a neighborhood of to with the

ai(t) being differentiable functions. The vector field ċ = dc
dt

def
= c∗( ddt ) is called

the velocity field or the tangent field of c = c(t).
When c : I → Q is of class C2, the velocity field ċ is of class C1. A

segment is the restriction of a C1 curve c : I → Q to a closed interval
[a, b] ⊂ I. It is possible to compute the length of a segment, provided that
(Q, 〈, 〉) is a pseudo-Riemannian structure:

length of (c | [a, b]) = la
b(c)

def
=

∫
a

b ∣∣∣∣〈dcdt , dcdt 〉
∣∣∣∣1/2 dt.

We remark that the integral above makes sense because

t ∈ [a, b] �→
∣∣∣∣〈dcdt , dcdt 〉

∣∣∣∣1/2 ∈ R

is a continuous map.
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Example 3.0.5. Recall that the torus T k in Example 1.5.4 is the quotient
R
k/Zk and that R

k/Zk is diffeomorphic to S1 × . . . × S1; so, the quotient
map corresponds to the natural projection π(x1, . . . , xk) = (eix1 , . . . , eixk)
which is a local isometry from R

k onto the manifold R
k/Zk with a suitable

Riemannian structure. One can show that T k with that structure and the
flat torus S1 × . . .× S1 are isometric Riemannian manifolds.

Example 3.0.6. The flat torus T 2 = S1 × S1 and the torus of revolution
T̃ 2 ⊂ R

3 (see example 1.5.5) with the induced metric are not isometric
Riemannian manifolds. Why?

Example 3.0.7. Let R be considered as an affine space and G be the Lie group
of all proper affine transformations, that is, g ∈ G means that g : R → R is
given by

g(t) = yt + x for all t ∈ R,

with y > 0 and x ∈ R being fixed numbers. So G, as a differentiable manifold,
can be identified with the set

{(x, y) ∈ R
2 | y > 0},

with the differentiable structure induced by R
2. The left invariant Rieman-

nian metric on G that at the identity e(e(t) = t for all t ∈ R or e = (0, 1)) of
the group G is the usual metric (given by ḡ11 = ḡ22 = 1, ḡ12 = 0), is defined
by g11 = g22 = 1

y2 and g12 = 0. That metric (gij) is the Riemannian metric
of the non Euclidean geometry of Lobatchevski.

3.1 Affine connections

Let Q be a C∞ differentiable manifold, X (Q) be the set of C∞ vector fields
on Q and D(Q) be the collection of all real valued C∞ functions defined on
Q. An affine connection on Q is a map

∇ : X (Q)×X (Q) −→ X (Q)

(one denotes ∇(X,Y )
def
= ∇XY ) such that

∇fX+gY Z = f∇XZ + g∇Y Z, (3.1)
∇X(Y + Z) = ∇XY +∇XZ, (3.2)
∇X(fY ) = f∇XY + X(f)Y, (3.3)

for all X,Y, Z ∈ X (Q) and all f, g ∈ D(D).

Proposition 3.1.1. Let ∇ be an affine connection on a C∞-manifold Q.
Then:
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i) If X or Y is zero on an open set Ω of Q then ∇XY = 0 in Ω.
ii) If X,Y ∈ X (Q) and p ∈ Q, then (∇XY )(p) depends on the value X(p)

and on the values of Y along a curve tangent to X at p, only.
iii) If X(p) = 0 then (∇XY )(p) = 0.

Proof: To prove i) when X = 0, one uses (3.1) making f = g = 0 and Z = Y ;
when Y = 0 one uses (3.3) making f = 0. (In particular ∇ defines on the
manifold Ω an affine connection ∇̃; if X;Y are vector fields on Ω we extend
them to X̄, Ȳ ∈ X (Q) and define ∇̃YX as the restriction to Ω of ∇Ȳ X̄.
It follows from i) that ∇̃YX does not depend on the extensions chosen. To
simplify the notation, ∇̃YX is also denoted by ∇YX). To prove ii) we write
in a coordinate neighborhood (Ω;x1, . . . , xn):

X =
n∑
j=1

aj
∂

∂xj
, Y =

n∑
i=1

bi
∂

∂xi
;

using (3.1), (3.2), and (3.3) one obtains locally:

∇XY = ∇∑
j aj

∂
∂xj

(∑
i

bi
∂

∂xi

)
=

∑
j

aj

[
∇ ∂

∂xj

(∑
i

bi
∂

∂xi

)]

=
∑
j

aj

[∑
i

bi∇ ∂
∂xj

∂

∂xi
+

∑
i

∂bi
∂xj

∂

∂xi

]
;

One denotes,

∇ ∂
∂xj

∂

∂xi

def
=

∑
k

Γ kji
∂

∂xk
(3.4)

where the functions Γ kji(x1, . . . , xn) are called the Christoffel symbols of
the connection ∇, relative to the coordinate neighborhood (Ω;x1, . . . , xn).
So, we have:

∇XY =
∑
k

∑
i,j

ajbiΓ
k
ji +

∑
j

aj
∂bk
∂xj

 ∂

∂xk

=
∑
k

∑
i,j

ajbiΓ
k
ji + X(bk)

 ∂

∂xk
; (3.5)

Then:

(∇XY )(p) =
∑
k

∑
i,j

aj(p)bi(p)Γjik(p) + X(bk)(p)

 ∂

∂xk
(p) (3.6)
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where X(bk)(p) = (X(p))(bk) = dbk(p)[X(p)].
Formula (3.6) shows that (∇XY )(p) depends on the values aj(p) (value

of X(p) in the chosen coordinates) and on (X(p))(bk) only; but (X(p))(bk)
depends on the values of Y along a curve tangent to the vector field X at p,
only. That proves ii). The expression (3.6) also proves iii).

Proposition 3.1.2. Let Q be a C∞ differentiable manifold with an affine
connection ∇. Then, there exists a unique law D

dt that to each differentiable
vector field V along a differentiable curve c : I → Q (I ⊂ R an open interval)
associates another vector field DV

dt along c, called the covariant derivative of
V along c, such that:

a1) D
dt (V + W ) = DV

dt + DW
dt .

a2) D
dt (fV ) = (dfdt )V + f DVdt , where V and W are differentiable vector fields
along c and f ∈ D(I).

a3) If V is induced by a vector field Y ∈ X (Q), that is, V (t) = Y (c(t)), then
DV
dt = ∇ċY , where ċ is the velocity field of c.

Remark 3.1.3. In the last condition a3), the expression ∇ċY makes sense
by condition ii) of Proposition 3.1.1; in fact ∇ċY is a tangent vector to the
manifold Q at the point c(t). When c(t) ≡ co ∈ Q, DVdt is the usual derivative
on TcoQ.

Proof: Assume there exists such a law verifying a1), a2) and a3). Let us
assume also that in a coordinate neighborhood (Ω;x1, . . . , xn) of Q, the local
expressions of V = V (t) and c(t) are

V (t) =
∑
i

vi(t)
∂

∂xi
(c(t)) and c(t) = (x1(t), . . . , xn(t)),

for all t in a suitable interval contained in I where vi(t) and xi(t) are differ-
entiable functions. Using a1) and a2) we may write:

DV

dt
=

D

dt

(∑
i

vi(t)
∂

∂xi
(c(t))

)

=
∑
i

D

dt

[
vi(t)

∂

∂xi
(c(t))

]

=
∑
i

[
dvi(t)
dt

∂

∂xi
(c(t)) + vi(t)

D

dt

∂

∂xi
(c(t))

]
;

using a3) we have that
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D

dt

∂

∂xi
(c(t)) = ∇ċ

∂

∂xi
= ∇∑

j ẋj(t) ∂
∂xj

(c(t))
∂

∂xi
=

∑
j

ẋj(t)
(
∇ ∂

∂xj

∂

∂xi

)
c(t),

and so

DV

dt
=

∑
i

dvi(t)
dt

∂

∂xi
(c(t)) + vi(t)

∑
j

ẋj(t)
(
∇ ∂

∂xj

∂

∂xi

)
(c(t))

 (3.7)

Last formula (3.7) shows that DV
dt is uniquely determined because the

right hand side depends on the curve c = c(t), on V = V (t) and on ∇,
through (∇ ∂

∂xj

∂
∂xi

)(c(t)), only. To show the existence of the law, one uses,

in the same coordinate neighborhood, the expression (3.7) to define D
dt and

verify that D
dt has the desired properties a1), a2) and a3). If we take another

coordinate neighborhood (Ω̃; x̃1, . . . , x̃n) on Q such that Ω ∩ Ω̃ �= φ, one
defines, analogously, DV

dt on Ω̃ using again (3.7); clearly the two definitions
coincide on Ω ∩ Ω̃ due to the uniqueness of DV

dt on Ω. In this way DV
dt can

be extended to the entire manifold Q, using an atlas.

Given an affine connection ∇ on a differentiable manifold and a differen-
tiable vector field V = V (t) along a differentiable curve c : t ∈ I �→ c(t) ∈ Q,
one says that V is parallel along c if DV

dt = 0.

Proposition 3.1.4. (Parallel translation) Let Q be a C∞ differentiable
manifold with an affine connection ∇, c = c(t) a differentiable curve on Q
and Vo ∈ Tc(to)Q a tangent vector to Q at the point c(to) of the curve. Then
there exists a unique parallel vector field V along c such that V (to) = Vo.

Proof: If c : I ⊂ R −→ Q is the given differentiable curve, let [to, t1] ⊂ I
be a closed interval (therefore compact) and assume that the compact image
c([to, t1]) ⊂ Q is covered by a finite number of coordinate neighborhoods
(Ω;x1, . . . , xn). For simplicity let us suppose that c([to, t1]) ⊂ Ω. Using (3.4)
and (3.7) we have that DV

dt = 0 on [to, t1] if, and only if,

dvk(t)
dt

+
∑
i,j

vi(t)ẋj(t)Γ kji(c(t)) = 0, k = 1, . . . , n. (3.8)

The last equations (3.8) is a system of ordinary differential equations in the
unknowns vk(t), k = 1, . . . , n (ẋj(t) and Γ kji(c(t)) are given functions of t).
Since that system is linear with coefficients given by continuous functions
defined on the interval [to, t1], it is well known that it has a unique solution
(vk(t)) defined on [to, t1] provided that (vk(to)) are given. In the present case
one can make vk(to) equal to the k-component of Vo, that is,

Vo =
∑
k

vk(to)(
∂

∂xk
)(c(to)).
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So, the vector field along c, defined by

V = V (t)
def
=

∑
k

vk(t)
∂

∂xk
(c(t)), t ∈ [to, t1]

is parallel along c and it is clearly unique. The general case in which c([to, t1])
has to be covered by a finite number of local coordinate neighborhoods can
be easily formalized.

A geodesic of an affine connection ∇ on Q is a differentiable curve c =
c(t) on Q such that the corresponding velocity field V = ċ(t) is parallel
along c, i.e. Dċ

dt = 0 for all t. In local coordinates, c(t) = (x1(t), . . . , xn(t)),
the system of ordinary differential equations giving the geodesics is obtained
from (3.8) making vk(t) = ẋk(t):

ẍk(t) +
∑
i,j

ẋiẋjΓ
k
ji(x1(t), . . . , xn(t)) = 0, k = 1, . . . , n. (3.9)

Equations (3.9) show that the geodesics are at least of class C2.

3.2 The Levi-Civita connection

Assume it is given a C∞-pseudo-Riemannian manifold (Q, 〈, 〉) with an affine
connection ∇ on Q. We say that ∇ is compatible with the metric 〈, 〉 if
for any differentiable curve c = c(t) on Q and all pair of parallel vector-fields
E1(t), E2(t) along c we have that

〈E1(t), E2(t)〉 = k (3.10)

where k does not depend on t.

Proposition 3.2.1. Let (Q, 〈, 〉) be a C∞-pseudo-Riemannian manifold with
an affine connection ∇ on Q. Then ∇ is compatible with the metric 〈, 〉 if,
and only if, for any differentiable curve c = c(t) and any two differentiable
vector fields V and W along c we have:

d

dt
〈V,W 〉 = 〈DV

dt
,W 〉+ 〈V, DW

dt
〉. (3.11)

Proof: To see that (3.11) implies (3.10) it is enough to choose V = E1(t) and
W = E2(t), both parallel along c so DE1(t)

dt = DE2(t)
dt = 0 and

then d
dt 〈E1(t), E2(t)〉 = 0 for all t, which implies (3.10). Conversely, as-

sume (3.10) is true and consider an orthonormal basis (E1(to), . . . , En(to))
for Tc(to)Q (see Exercise 3.2.2 below). Using Proposition 3.1.4 we obtain by
parallel translation an orthonormal basis (E1(t), . . . , En(t)) for all t because
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〈Ei(to), Ej(to)〉 = εij (εii = +1 or −1 and εij = 0 if i �= j), and by (3.10) we
also have 〈Ei(t), Ej(t)〉 = εij . In particular V and W can be written as

V (t) =
∑
i

vi(t)Ei(t), W (t) =
∑
j

wj(t)Ej(t) (3.12)

and then
d

dt
〈V,W 〉 =

d

dt
〈
∑
i

vi(t)Ei(t),
∑
j

wj(t)Ej(t)〉

=
d

dt

∑
i,j

vi(t)wj(t)εij

 =
d

dt

∑
i

εiivi(t)wi(t). (3.13)

But

DV

dt
=

D

dt

(∑
i

vi(t)Ei(t)

)
=

∑
i

v̇i(t)Ei(t) +
∑
i

vi(t)
DEi
dt

(t)

=
∑
i

v̇iEi(t), (3.14)

because DEi(t)
dt = 0; analogously,

DW

dt
=

∑
j

ẇj(t)Ej(t). (3.15)

Replacing (3.12), (3.14) and (3.15) in the right hand side of (3.11) one
obtains

〈DV

dt
,W 〉+ 〈V, DW

dt
〉 = 〈

∑
i

v̇i(t)Ei(t),
∑
j

wj(t)Ej(t)〉+

+ 〈
∑
i

vi(t)Ei(t),
∑
j

ẇj(t)Ej(t)〉 =
d

dt

∑
i

εiivi(t)wi(t).

The last equality and (3.13) prove that (3.11) holds.

Exercise 3.2.2. Show that any finite dimensional vector space with a non-
degenerate and symmetric bilinear form has an orthonormal basis. Give a
counter-example showing that, in this case, is not true, in general, the Gram-
Schmidt method used to obtain orthonormal basis relative to a positive def-
inite symmetric bilinear form.

Exercise 3.2.3. Show that an affine connection ∇ on a pseudo-Riemannian
manifold (Q, 〈, 〉) is compatible with the metric 〈, 〉 if, and only if, for any
X,Y, Z ∈ X (Q) we have

X〈Y,Z〉 = 〈∇XY,Z〉+ 〈Y,∇XZ〉. (3.16)
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Given two vector fields X,Y ∈ X (Q) one can construct [X,Y ] depending
on Q only, and ∇XY − ∇YX that depends on a given affine connection ∇
on a C∞ differentiable manifold Q. We say that ∇ is symmetric if

∇XY −∇YX = [X,Y ] for all X,Y ∈ X (Q). (3.17)

Exercise 3.2.4. Show that ∇ is symmetric if and only if for any coordi-
nate neighborhood (Ω;x1, . . . , xn) the corresponding Christoffel symbols (see
(3.4)) are symmetric, that is,

Γ kij = Γ kji i, j, k = 1, . . . , n. (3.18)

Proposition 3.2.5. (Levi-Civita) Given a pseudo-Riemannian metric 〈, 〉
on a C∞ differentiable manifold Q, there exists a unique affine connection ∇
on Q such that

a) ∇ is symmetric;
b) ∇ is compatible with the metric 〈, 〉.

Proof: Let us define ∇ by the formula:

2〈∇YX,Z〉 = X〈Y,Z〉+ Y 〈Z,X〉 − Z〈Y,X〉
− 〈[X,Z], Y 〉 − 〈[Y,Z], X〉 − 〈[X,Y ], Z〉 (3.19)

for all X,Y, Z ∈ X (Q). Since 〈, 〉 is non degenerate, ∇YX is well defined. Now
it is a simple computation to show that ∇ is an affine connection and that
(3.16) and (3.17) hold, so, there exists such a ∇. But conversely, given any
affine connection∇ satisfying a) and b) one can compute X〈Y,Z〉+Y 〈Z,X〉−
Z〈Y,X〉 using (3.16) for the three terms of that expression; after this one uses
(3.17) and see that ∇YX satisfies (3.19), that proves uniqueness.

The affine connection given by Proposition 3.2.5 is called the Levi-Civita
connection associated to the pseudo-Riemannian metric 〈, 〉 on Q.

Exercise 3.2.6. If ∇ is the Levi-Civita connection associated to the pseudo-
Riemannian metric 〈, 〉 on a manifold Q and (Ω;x1, . . . , xn) is a coordinate
neighborhood, show that:

Γmij =
1
2

∑
k

[
∂gjk
∂xi

+
∂gki
∂xj

− ∂gij
∂xk

]
gkm (3.20)

where Γmij are the Christoffel symbols of ∇ relative to (Ω;x1, . . . , xn), (see
(3.4)), gij = 〈 ∂∂xi

, ∂
∂xj
〉 and (gkm) is the inverse matrix of the matrix (gkm).

Let (Q, 〈, 〉) be a smooth pseudo-Riemannian manifold and ∇ be the Levi-
Civita connection associated to the pseudo-Riemannian metric 〈, 〉. We saw
that the geodesics of ∇ are the curves c = c(t) such that the vector field V =
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ċ(t) is parallel along c, i.e. Dċ
dt = 0 for all t. Locally c(t) = (x1(t), . . . , xn(t))

and the xi(t) must satisfy (3.19), that is the system:

ẍk(t) +
∑
i,j

ẋi(t)ẋj(t)Γ kij(x1(t), . . . , xn(t)) = 0,

k = 1, . . . , n. We know that

d

dt
〈ċ(t), ċ(t)〉 = 2〈D

dt
ċ, ċ〉 = 0

so, the norm |ċ(t)| def= |〈ċ, ċ〉|
1
2 is constant. We will assume that ċ(t) �= 0, that

is, we will exclude the geodesics given by constant functions (i.e., a geodesic
cannot be reduced to a point). If |ċ(t)| = c0, the length of c = c(t) from t̄ to t

is given by s(t) =
∫
t̄

t|ċ(u)|du = c0(t− t̄); this shows that the parameter (t− t̄)
of any geodesic is proportional to the length from t̄ to t. If the manifold is
Riemannian then c0 �= 0, and the arclenght can be taken as a the parameter
for the geodesic.

The second order system of ordinary differential equations (3.9) defining
the geodesics, can be written as a first order system:{

ẋk = vk
v̇k = −

∑
ij Γ

k
ij(x1, . . . , xn)vivj .

(3.21)

So, in natural coordinates (xk, vk), k = 1, . . . , n, of TQ, corresponding to the
local system of coordinates (x1, . . . , xn) in Q, equations (3.21) describe the
intrinsic condition Dċ

dt = 0 and it is defined a vector-field on TQ

S : vp ∈ TQ �→ S(vp) ∈ Tvp(TQ)

called the geodesic flow of the pseudo-Riemannian metric 〈, 〉; in the coor-
dinates above we have

vp = (xk, vk) and S(vp) = ((xk, vk), (vk,−
∑
ij

Γ kijvivj)).

The trajectories of S are projected onto the geodesics by the canonical
projection τ : TQ→ Q; the condition ẋk = vk shows that the trajectories of
S are, precisely, the curves t �→ (c(t), ċ(t)) ∈ TQ, derivatives of the geodesics.
By Exercise 3.2.6 we see that 〈, 〉 ∈ Ck, k ≥ 2, implies that S is of class Ck−1.

The vector S(vp) can be also obtained through the horizontal lifting
operator Hvp : wp ∈ TpQ −→ Tvp(TQ) defined as follows. Take the geodesic
c(t) characterized by the conditions c(0) = p, ċ(0) = wp, and consider the
curve V (t) as the parallel transport of vp along c(t), that is, such that V (0) =
vp and DV (t)

dt = 0. So, Hvp(wp) is, by definition, the tangent vector at t = 0
to the curve (c(t), V (t)) ∈ TQ. We easily see that dτ(vp)(Hvpwp) = wp and
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that Hvp is linear and injective. On the other hand S(vp) = Hvp(vp). The
elements of Hvp

(TpQ) ⊂ Tvp
(TQ) are said to be horizontal vectors at vp.

From the theory of ordinary differential equations applied to (3.21), one
can state the following result:

Proposition 3.2.7. Given a point p ∈ Q one can find: an open set U in
TQ, U ⊂ TV , where (V, x1, . . . , xn) is a local system of coordinates around
p ∈ V , U containing Op = (p, 0) ∈ TV , a number δ > 0 and a differentiable
map

Φ : (−δ, δ)× U → TV,

such that t �→ Φ(t, q, v) it is the unique trajectory of the geodesic flow S that
verifies the initial condition Φ(0, q, v) = (q, v) for all (q, v) ∈ U .

We will assume for the remainder of this section that 〈, 〉 is a Riemannian
metric. If we call c = τ ◦ Φ, Proposition 3.2.7 implies the following

Proposition 3.2.8. Given a point p ∈ Q, there exist an open set V ⊂ Q,
p ∈ V , real numbers δ, ε̄ > 0 and a differentiable map

c : (−δ,+δ)× U → Q,

U being the set U = {(q, v)|q ∈ V, v ∈ TqQ, |v| < ε̄}, such that the curve
t �→ c(t, q, v), t ∈ (−δ,+δ), is the unique geodesic of (Q, 〈, 〉) that passes
through q ∈ Q at the time t = 0 with velocity v, for all q ∈ V and all v ∈ TqQ
such that |v| < ε̄.

It can be seen that it is possible to increase the initial velocity of a geodesic
if one decreases, properly, the interval of definition, and conversely. In fact
we have

Proposition 3.2.9. If the geodesic c = c(t, q, v) is defined for t ∈ (−δ,+δ),
then the geodesic c(t, q, av), a > 0, is defined in the interval (−δ/a,+δ/a) and
c(t, q, av) = c(at, q, v).

Proof: Let h : (−δ/a,+δ/a) −→ Q be the curve defined by h(t) = c(at, q, v).
It is clear that h(0) = c(0, q, v) = q and that ḣ(0) = aċ(0, q, v) = av. More-
over, h is a geodesic because

Dḣ

dt
= ∇ d

dt c(at,q,v)
d

dt
c(at, q, v) = a2∇ċ(at,q,v)ċ(at, q, v) = 0

where in ∇, d
dtc(at, q, v) represents an extension of ḣ to a neighborhood of

c(at, q, v), in Q. The uniqueness of geodesics gives finally:

h(t) = c(at, q, v) = c(t, q, av) for t ∈ (−δ/a,+δ/a).
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From what was said above, one can define a local exponential map:

exp : U −→ Q, given by

exp(q, v) = c(1, q, v) = c

(
|v|, q, v

|v|

)
(3.22)

called the exponential map in U , which is a differentiable map. If we fix
q ∈ Q, one may consider Bε̃(0) ⊂ U ∩ TqQ where Bε̃(0) is a ball centered at
0 ∈ TqQ with a suitable radius ε̃ > 0, and define

expq : Bε̃(0) −→ Q

by expq(v) = exp(q, v), v ∈ Bε̃(0). One can see that d(expq)(0) is non singular
because

d(expq)(0)[v] =
d

dt
expq(tv) |t=0=

d

dt
c(1, q, tv) |t=0

=
d

dt
c(t, q, v)|t=0 = v

that is, d(expq)(0) = id TqQ. So, by the inverse function theorem, expq is a
local diffeomorphism, that is, there exists ε > 0 and a ball Bε(0) centered at
0 ∈ TqQ with radius ε > 0 such that the exponential map at q ∈ Q:

expq : Bε(0) ⊂ TqQ −→ Q

is a diffeomorphism from Bε(0) onto an open neighborhood of q in Q. Denote
by Bε(q) the set Bε(q) = expq(Bε(0)) called a normal ball or a geodesic
ball of center q and radius ε > 0. ”Geometrically speaking”, expq(v) is the
point of Q obtained on the geodesic passing through q ∈ Q at the time t = 0
with velocity v/|v|, after ”walking” a length equal to |v|.

Exercise 3.2.10. Show that in a normal ball Bε(q) = expq(Bε(0)) there are
coordinates (x1, . . . , xn) determined by an orthonormal basis (e1, . . . , en) at
TqQ; that is, to each ξ ∈ Bε(q) the coordinates (x1(ξ), . . . , xn(ξ)) are given by
exp−1

q (ξ) =
∑n
i=1 xi(ξ)ei. Prove that in these coordinates we have gij(q) = δij

and Γ kij(q) = 0. (Bε(q), x1, . . . , xn) is called a normal coordinate system.

3.3 Tubular neighborhood

We will assume throughout this section that (Q, 〈, 〉) is a Riemannian man-
ifold. Let N be a manifold embedded in Q, n = dim N < dim Q. Let E
be the normal bundle over N , that is, E is the union ∪x∈NTx

⊥N where
Tx

⊥N is the subspace of TxQ orthogonal to TxN in the metric 〈, 〉. So we have
a direct sum Tx

⊥N ⊕ TxN = TxQ for each point x ∈ N . The fiber bundle E
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is a submanifold of TQ. Let π : E → N be the restriction τ |E. Note that E
and Q have the same dimension.

A tubular neighborhood of N in Q is a diffeomorphism f : Z −→ Ω
from an open neighborhood Z of the zero section in E onto an open set Ω
in Q containing N and such that f(0x) = x for any zero vector 0x ∈ E,
x ∈ N . The neighborhood Z is said to be a tube in E while Ω = f(Z) is a
tube in Q. The composition p = π ◦ f−1 : Ω → N is a projection (p2 = p)
from the tube Ω onto N . In fact, given y ∈ Ω, y = f(ỹx) with ỹx ∈ E. So,
p(y) = πf−1(y) = πỹx = x and p2(y) = p(x) = πf−1(x) = π(0x) = x. It is
also usual to call the pair (Ω, p) a tubular neighborhood of N in Q.
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N

p
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Fig. 3.1. Tubular neighborhood.

Proposition 3.3.1. (Tubular neighborhood) Given a Riemannian manifold
(Q, 〈, 〉), Q ∈ C∞, 〈, 〉 ∈ Ck, k ≥ 2 and a submanifold N ⊂ Q (N is embedded
in Q), n = dim N < dim Q, then there exists a tubular neighborhood f :
Z −→ Ω of class Ck−1 of N in Q.

Proof: To each x ∈ Q one associates an open neighborhood U = U(x) in
TQ and a local exponential map exp : U −→ Q of class Ck−1 (the class of
the geodesic flow S). It is clear that in D = ∪x∈QU(x) it is defined a global
exponential map:

exp : D −→ Q

extending all the local exponential maps. Let Z̃ = D ∩ E which is an open
neighborhood (in E) of the zero section of E. At each 0x in this zero section,
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f = exp|Z̃ is a local diffeomorphism because its ”vertical” derivative is the
identity of Tx

⊥N (restriction of d expx(0) = id(TxQ)) and the ”horizontal”
derivative is also an isomorphism since the restriction of f to the zero section
of E satisfies f(0x) = x. The images in Q of all these local diffeomorphisms
(that are restrictions of f) define a covering of N by open sets of the manifold
Q. So, one can apply the results of Proposition 1.7.1 to the manifold N that
has the induced topology of Q (N is a submanifold of Q) and obtain a covering
of N by open sets Vi in Q such that to each i we have diffeomorphisms

fi : Zi −→ Vi and gi : Vi −→ Zi

(one is the inverse of the other) between Vi and open sets Zi in Z̃, such
that each Zi contains a point 0x of the zero section of E, with x ∈ N ;
moreover, the fi act like identities when restricted to the zero section of E
while the gi|N are also identities; but the fi are restrictions to Zi of the
same map f . One can also obtain a locally finite covering {Wi} of N by open
sets in Q such that W̄i ⊂ Vi. Define W = ∪iWi and denote by W̃ the set
of all elements y ∈ W such that, if y belongs to an intersection W̄i ∩ W̄j ,
one has gi(y) = gj(y). It is clear that W̃ contains N . Let us show that W̃
contains an open set of Q containing N . Take x ∈ N ; there exists an open
neighborhood Gx of x in Q that meets a finite number of the W̄i, only, say
W̄i1∩. . .∩W̄ir . Choosing Gx sufficiently small one can (not only) assume that
x is in W̄i1 ∩ . . .∩ W̄ir and (also) that Gx is contained in each one of the sets
Vi1 , . . . , Vir . Since x ∈ W̄i1 ∩ . . .∩ W̄ir we have Gx ⊂ [Vi1∩ . . .∩Vir] (because
W̄i ⊂ Vi) and then the maps gi1, . . . , gir take the same value 0x at x. Since
the fi1 , . . . , fir are restrictions of f , one concludes that the corresponding
gi1 , . . . , gir , have to agree at the points of Gx which can be reduced again to
obtain Gx ⊂ [W̄i1 ∩ . . . ∩ W̄ir ] that is, Gx is open and is contained in W̃ . So
we have

W̃ ⊃ G
def
= ∪x∈NGx.

The set G is open and one can define g : G −→ g(G) ⊂ Z̃ taking g = gi over
G ∩Wi. The set g(G) is open in Z̃ and the restriction of f to f(G) is an
inverse for g. We get, this way, a tubular neighborhood for N , f : Z −→ Ω,
where Z = g(G) and Ω = G.

Remark 3.3.2. It is interesting to remark that the construction of a tubular
neighborhood does not depend on the used Riemannian metric. (For another
proof se also [10] p.37).

3.4 Curvature

Let (Q, 〈, 〉) be a pseudo-Riemannian manifold and ∇ an affine connection.
The function R : X (Q)×X (Q)×X (Q) −→ X (Q) given by
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RX,Y Z = ∇[X,Y ]Z − [∇X ,∇Y ]Z
= ∇[X,Y ]Z −∇X(∇Y Z) +∇Y (∇XZ) (3.23)

is called the curvature tensor on Q of the connection ∇. If ∇ is the Levi-
Civita connection, R is said to be the Riemannian curvature tensor.

In fact, to the map R corresponds the map

R̄ : (σ,X, Y, Z) ∈ Γ 1(Q)×X 3(Q) �−→ σ(RX,Y Z) ∈ D(Q)

and one has the following:

Proposition 3.4.1. The map R̄ is a mixed tensor field of type (1, 3).

Proof: It is enough to show that the map R̄ is D(Q)-multilinear. But since
the linearity in each variable is quite obvious, we only need to check that one
can factor out functions. For instance:

RX,fY Z = ∇[X,fY ]Z −∇X(∇fY Z) +∇fY (∇XZ)
= (Xf)∇Y Z + f∇[X,Y ]Z −∇X(f∇Y Z) + f∇Y (∇XZ)
= fRX,Y Z.

If we fix a point p ∈ Q and take x, y ∈ TpQ one can also consider the so
called curvature operator, the linear operator:

Rxy : TpQ −→ TpQ

sending z ∈ TpQ to Rxyz ∈ TpQ.
The reason of this is the fact that any tensor field Φ on Q, and in particular

the tensor field R̄ associated to R, is a field on Q, assigning a value Φp at
each point p ∈ Q. The main point is that, when Φ is computed on one-forms
and vector fields to give a real valued function

Φ(σ1, . . . , σr, X1, . . . , Xs),

the value of this function at p ∈ Q depends on the values of the arguments
at p, only.

Exercise 3.4.2. Prove this last fact.

The tensor product A⊗B of a mixed tensor field A of type (r, s) by a
mixed tensor field B of type (r′, s′) is a mixed tensor field of type (r+r′, s+s′)
defined as

(A⊗B)(σ1, . . . , σr+r
′
, Y1, . . . , Ys+s′) =

= A(σ1, . . . , σr, Y1, . . . , Ys).B(σr+1, . . . , σr+r
′
, Ys+1, . . . , Ys+s′).
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The case r′ = s′ = 0 (B is a function f ∈ D(Q)) can be also included in this
definition and get

A⊗ f = f ⊗A = fA.

(the same for A of type (r, s) = (0, 0).)

Remark 3.4.3. The tensor product is an associative (but not commutative)
operation. In fact, in a local system of coordinates x1, . . . , xn, we have

(dx1 ⊗ dx2)(
∂

∂x1 ,
∂

∂x2 ) = 1

(dx2 ⊗ dx1)(
∂

∂x1 ,
∂

∂x2 ) = 0.

Using the Exercise 3.4.2 it is an easy matter to show that in a local
system of coordinates (U ;x1, . . . , xn) a mixed tensor field A of type (r, s)
has, uniquely defined, its (local) components Ai1,...,irj1,...,js

, that are real-valued
functions defined in U , by:

Ai1,...,irj1,...,js
= A(dxi1 , . . . , dxir ,

∂

∂xj1
, . . . ,

∂

∂xjs
),

where all the indices run from 1 to n = dimQ. One can see also that the
tensor fields

∂

∂xi1
⊗ . . .⊗ ∂

∂xir
⊗ dxj1 ⊗ . . . ,⊗dxjs

generate all mixed tensor fields of type (r, s) in the sense that

A = ΣAi1,...,irj1,...,js

∂

∂xi1
⊗ . . .⊗ ∂

∂xir
⊗ dxj1 ⊗ . . .⊗ dxjs

where each index is summed from 1 to n. In particular, for a (0, 1) tensor,
that is, a one-form σ, we have

σ =
n∑
i=1

[σ(
∂

∂xi
)]dxi,

and, for a (1, 0) tensor, that is, a vector field Y , one can write

Y =
n∑
i=1

[dxi(Y )]
∂

∂xi
.

One can extend the notion of components Φi1,...,irj1,...,js
of a tensor field Φ

of a type (r, s) with respect to any (local) basis X1, . . . , Xn of vector fields
defined in U and to its dual basis σ1, . . . , σn; they are the coefficients of the
expression of Φ when it is written in terms of the local basis for the tensor
fields in U of type (r, s), that is, in terms of the family of tensor fields
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Xi1 ⊗ . . .⊗Xir ⊗ σj1 ⊗ . . .⊗ σjs .

Explicitly we write

Φ =
∑

Φi1,...,irj1,...,js
Xir ⊗ . . .⊗Xir ⊗ σj1 ⊗ . . .⊗ σj

s

where each index is summed from 1 to n.

Example 3.4.4. If A is a type (2, 3) tensor field, we know that the contrac-
tion C1

3 (A), or simply C1
3A, is the type (1, 2) tensor field given by (see Exer-

cise 2.1.2):
(C1

3A)(σ,X, Y ) = C{A(·, σ,X, Y, ·)};
then, relative to a given system of coordinates, the components of C1

3A are:

(C1
3A)kij = (C1

3A)(dxk,
∂

∂xi
,

∂

∂xj
) = C{A(·, dxk, ∂

∂xi
,

∂

∂xj
, ·)} =

=
n∑
l=1

A(dxl, dxk,
∂

∂xi
,

∂

∂xj
,

∂

∂xl
) =

n∑
l=1

Alkijl.

In generalizing that example, if A is a mixed tensor field of type (r, s),
and for fixed i, j, 1 ≤ i ≤ r and 1 ≤ j ≤ s, the local components of Ci

jA are

n∑
l=1

Ai1,...,l,...,irj1,...,l,...,js

(the l ”up” is the ith index, the l ”down” is the jth index and Ai1,...irj1,...,js
are

the local components of A).
If A is a mixed tensor field of type (r, s) and when we fix two integers a, b,

1 ≤ a ≤ r and 1 ≤ b ≤ s the tensor field A can be identified with a mixed
tensor field Ā

def
= Da

bA of type (r − 1, s + 1) using the isomorphism

µ : V ∈ X (Q) −→ µ(V ) ∈ Γ 1(Q)

where µ(V ) ∈ Γ 1(Q) is given by

µ(V )(X) = 〈V,X〉, for all X ∈ X (Q). (3.24)

(The inverse isomorphism µ−1 : σ ∈ Γ 1(Q) −→ µ−1(σ) = V ∈ X (Q) is given
by σ(·) = 〈V, ·〉 = 〈µ−1(σ), ·〉)). More precisely, Da

bA is defined by

Da
bA(θ1, . . . , θr−1, Y1, . . . , Ys+1) =

A(θ1, . . . , σ, . . . , θr−1, Y1, . . . , Yb−1, Yb+1, . . . , Ys+1)

where in the right hand side we lose the bth covariant slot and in the ath
contravariant slot appears the 1-form σ = µ(Yb) given by (3.24) with V = Yb.
For example, let A be a (2,2) tensor field and Ā be the (1,3) tensor field given
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by Ā = D1
2A; so Ā(θ, Y1, Y2, Y3) = A(σ, θ, Y1, Y3) for all θ ∈ Γ 1(Q), and all

Yi ∈ X (Q), i = 1, 2, 3, σ being obtained from Y2 through (3.24), that is,
σ = µ(Y2).

In a local system of coordinates x1, . . . , xn, (3.24) makes ∂
∂xi correspond

to the one form Σjgijdx
j , so, the (local) components of Ā are

Āijkl = Ā(dxi,
∂

∂xj
,

∂

∂xk
,

∂

∂xl
) = A(

n∑
m=1

gkmdxm, dxi,
∂

∂xj
,

∂

∂xl
) =

=
n∑

m=1

gkmAmijl .

The operation D1
2 uses 〈, 〉 to turn first superscripts into second subscripts. We

have an isomorphism inverse for the operation Da
b , denoted as the operation

Ua
b , that, analogously, takes the ath one-form and inserts its corresponding

vector field given by (3.24) in the bth slot among the vector fields; Da
b acts

lowering an index and Ua
b acts raising an index; they are type-changing

operations.
In local coordinates, Σn

j=1g
ij ∂
∂xj is the vector field that corresponds to

the one-form dxi ((gij) is the inverse of the matrix gij = 〈 ∂∂xi ,
∂
∂xj 〉).

For example, as above, if Ā = D1
2A is the type (1,3) tensor field with

local components Ājkrl, then (U1
2 Ā) is the corresponding (2,2) tensor field

with local components

(U1
2 Ā)ijkl =

n∑
r=1

girĀjkrl.

So, [U1
2 ◦ D1

2A]ijkl = Σn
r=1g

irĀjkrl = Σn
r=1g

irΣn
m=1grmAmjkl = Aijkl, that is,

U1
2 ◦D1

2 = id. In general Ua
b ◦Da

b = id.
Using the operations Da

b and Ua
b we can also define contractions either

between two covariant slots or between two contravariant slots; these are
the so called metric contractions. In fact, for instance, if A is a mixed
tensor field of type (1,3) we define the contraction between the 2nd and 3rd
covariant slots; from the components Aijkr of A one obtains Σn

k,r=1g
krAijkr

for the components of the contraction C23A. In terms of the operations Da
b

and Ua
b , C23A = C2

2U
2
3A, and we obtain

(U2
3A)irjk =

n∑
l=1

grlAijkl and (C2
2U

2
3A)ij =

n∑
l,r=1

grlAijrl.

Analogously, it is possible to define a (metric) contraction between con-
travariant slots. For instance if A is of type (3,1) and has components Aijkl
one can obtain the C23 contraction between the 2nd and 3rd contravariant
slots: (C23A)il = Σn

k,j=1gjkA
ijk
l , or equivalently, C23A = C2

2D
3
2A, that is,

(D3
2A)ijlk =

∑n
r=1 gkrA

ijr
l and so (C2

2D
3
2A)il = Σn

r,k=1gkrA
ikr
l .
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Proposition 3.4.5. If x, y, z, v, w ∈ TpQ and if ∇ is the Levi-Civita con-
nection, then

(a) Rxy = −Ryx.
(b) 〈Rxyv, w〉 = −〈v,Rxyw〉.
(c) Rxyz + Ryzx + Rzxy = 0.
(d) 〈Rxyv, w〉 = 〈Rvwx, y〉.

Proof: Since the operations ∇X and bracket on vector fields are local opera-
tions, we only need to work locally, that is, on a coordinate neighborhood, and
since the equalities to be proved are equivalent to tensor equations, the vec-
tors x, y, z, v, w can be extended to vector fields X,Y, Z, V,W with constant
components, so their brackets are zero and, in particular, RX,Y Z reduces to
∇Y (∇XZ)−∇X(∇Y Z). Then:

(a) is immediate.
(b) By polarization of bilinear forms it is enough to show that 〈Rxyv, v〉 = 0,

and this follows from the fact that the connection ∇ is compatible with
〈, 〉, that is, from (3.16).

(c) follows from the fact that ∇ is symmetric, that is from (3.17), and (d) is
just an algebraic exercise that uses (a), (b) and (c).

(d) From (c) we can write

〈RYWV,X〉+ 〈RV YW,X〉+ 〈RWV Y,X〉 = 0

〈RY XV,W 〉+ 〈RV YX,W 〉+ 〈RXV Y,W 〉 = 0

〈RYWX,V 〉+ 〈RXYW,V 〉+ 〈RWXY, V 〉 = 0

〈RVWX,Y 〉+ 〈RXVW,Y 〉+ 〈RWXV, Y 〉 = 0.

Using (a) and (b) one obtains, after summation of the four equations:
2〈RVWX,Y 〉+ 2〈RXYW,V 〉 = 0 or
〈RVWX,Y 〉 = 〈RXY V,W 〉.

The last proposition showed the symmetries of the curvature operator,
and also, the considerable skew-symmetry it has. Property (b) says that Rxy
is a skew-symmetric linear operator; (a) and (c) hold for any symmetric
connection ∆; (c) is called the first Bianchi identity and (d) is said to be
the symmetry by pairs.

Exercise 3.4.6. Show that, in local coordinates (x1, . . . , xn), we have

R ∂

∂xk
∂

∂xl

∂

∂xj
=

∑
i

Rijkl

∂

∂xi
,



42 3 Pseudo-Riemannian manifolds

where
Rijkl =

∂

∂xl
Γ ikj −

∂

∂xk
Γ ilj + ΣmΓ ilmΓmkj −ΣmΓ ikmΓmlj .

We remark that Rijkl = −Rijlk.
As we saw above, to the curvature tensor R corresponds the mixed tensor

field R̄ of type (1,3) that is, R̄ : Γ 1(Q)×X 3(Q) −→ D(Q), defined by

R̄(σ,X, Y, Z) = σ(RX,Y Z). (3.25)

In order to introduce the notion of covariant derivative of tensors, we
start defining the covariant differential ∇σ1 of a one-form σ1, that is, of
a tensor field of type (0, 1); ∇σ1 is a (0, 2) tensor field defined as

∇σ1(Y,W ) = W (σ1(Y ))− σ1(∇WY )

and the covariant derivative ∇Wσ1 of σ1 with respect to W is the (0, 1)
tensor field given by

(∇Wσ1)(Y )
def
= (∇σ1)(Y,W ) = W (σ1(Y ))− σ1(∇WY ) (3.26)

Given any mixed tensor field Φ of type (r, s):

Φ : (Γ 1(Q))r × (X (Q))s −→ D(Q),

one can define its covariant differential , which is a mixed tensor field ∇Φ
of type (r, s + 1), by the equality:

(∇Φ)(σ1, . . . , σr, Y1, . . . , Ys,W ) = W (Φ(σ1, . . . , σr, Y1, . . . , Ys))−
− Φ(σ1, . . . , σr,∇WY1, . . . , Ys)− . . .− Φ(σ1, . . . , σr, Y1, . . . ,∇WYs)−
− Φ(∇Wσ1, σ2, . . . , σr, Y1, . . . , Ys)− . . .− Φ(σ1, . . . ,∇Wσr, Y1, . . . , Ys),

where ∇Wσi, i = 1, . . . , r, is the covariant derivative introduced in (3.26).
It is a trivial matter to show that one can factor out functions and so ∇Φ

is really a mixed tensor field of type (r, s + 1).
We also define ∇f = df , for any f ∈ D(Q).
The covariant derivative ∇WΦ of Φ by the vector field W is the tensor

field defined by

(∇WΦ)(σ1, . . . , σr, Y1, . . . , Ys) = ∇Φ(σ1, . . . , σr, Y1, . . . , Ys,W ). (3.27)

Exercise 3.4.7. Covariant derivative ∇W and covariant differential ∇ of a
mixed tensor field, commute with both contraction and type changing oper-
ations.

To the curvature tensor R, or to the associated mixed tensor field R̄ of
type (1,3), there correspond the covariant differential ∇R̄, which is a type
(1,4) tensor field, as well as ∇W R̄, a type (1.3) tensor field.
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More precisely, from (3.23), (3.25) and (3.27) one has

(∇W R̄)(σ,X, Y, Z) = W (R̄(σ,X, Y, Z))− R̄(σ,∇WX,Y, Z)−
− R̄(σ,X,∇WY,Z)− R̄(σ,X, Y,∇WZ)
− R̄(∇Wσ,X, Y, Z),

where ∇Wσ is defined in (3.26), so

(∇W R̄)(σ,X, Y, Z) = W (σ(RX,Y Z))−
− σ (RX,∇WY Z + R∇WX,Y Z + RX,Y (∇WZ))− (∇Wσ)(RX,Y Z).

Using (3.24) we identify σ with the vector field V given by σ(·) = 〈V, ·〉, then
(∇Wσ)(X̄) = 〈∇WV, X̄〉 for all X̄ ∈ X (Q). We can give an interpretation
to the last equality in the following way: for fixed W,X, Y ∈ X (Q), to each
Z ∈ X (Q) one associates the vector field (∇WR)(X,Y )Z defined by

〈V, (∇WR)(X,Y )Z〉 = W (〈V,RX,Y Z〉)−

− 〈V,R∇WX,Y Z + RX,∇WY Z + RX,Y (∇WZ)〉 − 〈∇WV,RXY Z〉

for all V ∈ X (Q). (3.28)

As before, (3.28) makes sense for individual tangent vectors of TpQ, say
v, w, x, y, z, and then (∇wR)(x, y) is considered as a linear operator acting
on TpQ.

Proposition 3.4.8. (second Bianchi identity) For any x, y, z ∈ TpQ one has
(∇zR)(x, y) + (∇xR)(y, z) + (∇yR)(z, x) = 0.

Proof: Apply the first member of the second Bianchi identity to a general
vector w ∈ TpQ. We have to extend x, y, z, w, to vector fields X,Y, Z,W ,
respectively, defined on a neighborhood of p ∈ Q. We choose a normal co-
ordinate system (see Exercise 3.2.10) and let these extensions have constant
components; then all the brackets [ , ] vanish and, for instance, RX,YW re-
duces to ∇Y (∇XW ) − ∇X(∇YW ) in (3.23); moreover, Γ kij(p) = 0 and also
all the covariant derivatives involving only X,Y, Z,W are equal to zero at
p ∈ Q (see (3.5)).

From (3.23) and (3.28) we have at the point p ∈ Q:

(∇ZR)(X,Y )W + (∇XR)(Y,Z)W + (∇YR)(Z,X)W =
= ∇Z(RX,YW ) +∇X(RY,ZW ) +∇Y (RZ,XW ) =
= ∇Z(∇X∇YW −∇Y∇XW ) +∇X(∇Y∇ZW −∇Z∇YW ) +

+∇Y (∇Z∇XW −∇X∇ZW ) =
= (∇Z∇X −∇X∇Z)∇YW + (∇Y∇Z −∇Z∇Y )∇XW +

+(∇X∇Y −∇Y∇X)∇ZW = 0
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as for instance (∇X∇Y − ∇Y∇X)∇ZW depends linearly on ∇ZW = 0 at
p ∈ Q.

The covariant derivative law D
dt of a vector field V along a differentiable

curve C : I → Q, introduced in Proposition 3.1.2, can be extended to any
tensor field Φ of type (r, s), by the use of the definitions (3.26) and (3.27).
Assume that the vector field W and the curve c satisfy c(0) = p ∈ Q and
c′(t) = W (c(t)) for all t. From (3.26) we define

(
Dσ1

dt
)Y (c(t))

def
= (W (σ1(Y )))(c(t))− σ1(

DY

dt
(c(t))

and, analogously, from (3.27) we set(
DΦ
dt

)
(σ1, . . . , σr, Y1, . . . , Ys)(c(t))

def
= (W (Φ(σ1, . . . , σr, Y1, . . . , Ys)))(c(t))

−Φ(σ1, . . . , σr, DY1
dt , . . . , Ys)(c(t))− . . .− Φ(σ1, . . . , σr, Y1, . . . ,

DYs

dt )(c(t))

−Φ
(
Dσ1

dt , . . . , σr, Y1, . . . , Ys

)
(c(t))− Φ(σ1, . . . , Dσ

r

dt , Y1, . . . , Ys)(c(t)).
(3.29)

If we start with an orthonormal basis (e1, . . . , en) at the point p of
a pseudo-Riemannian manifold (Q, 〈, 〉), and work with the parallel trans-
port of ∇ to construct a basis (e1(t), . . . , en(t)) along c = c(t), and if
(ω1(t), . . . , ωn(t)) is the corresponding dual basis, the restriction Φ(c(t)) of
the tensor field Φ to the curve c = c(t) has components Φi1,...,irj1,...,js

(t) relative to
(e1(t), . . . , en(t)). And it is easy to see that the components of DΦdt at c(t) rel-
ative to (e1(t), . . . , en(t)) are precisely the usual derivatives Φi1,...,irj1,...,js

(t) with
respect to the real variable t.

Another notion to be considered is the sectional curvature that will be a
simpler real-valued function K which completely determines the Riemannian
tensor field R. This function K is defined on the set of all non-degenerate
tangent planes; recall that a tangent plane at p ∈ Q is a two-dimensional
subspace P of TpQ and to be non-degenerate means that

q(v, w)
def
= 〈v, v〉〈w,w〉 − 〈v, w〉2 �= 0

for one (hence every) basis {v, w} of P . In fact if {x, y} is another basis of P
we have

v = ax + by

w = cx + dy

with ad − bc �= 0, and so, q(v, w) = (ad − bc)2q(x, y). Since 〈Rv,wv, w〉 =
(ad− bc)2〈Rx,yx, y〉, the value

K(P )
def
= 〈Rv,wv, w〉/q(v, w) (3.30)
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depends only on the non-degenerate tangent plane P and not on the basis
{v, w} used in the definition (3.30) of the sectional curvature K(P ) of P .

Proposition 3.4.9. If the sectional curvature satisfies K(P ) = 0 for all
non-degenerate tangent planes P at p ∈ Q, then the tensor field R is zero at
p.

We need, for the proof, the following result:

Lemma 3.4.10. If u, v are vectors of a vector space endowed with a non-
degenerate bilinear form 〈, 〉, there exist vectors ū, v̄ arbitrarily close to u, v,
respectively, such that

q(ū, v̄) = 〈ū, ū〉〈v̄, v̄〉 − 〈ū, v̄〉2 �= 0.

Proof: (of the Lemma 3.4.10). Assume u, v linearly independent (because any
two vectors can be approximated by independent ones) such that q(u, v) = 0.
If there is a neighborhood of (u, v) such that q(ū, v̄) = 0 for all (ū, v̄) in that
neighborhood, the analyticity implies that q is identically zero and this is a
contradiction. In fact if 〈, 〉 is indefinite there exists a vector w �= 0 such that
〈w,w〉 = 0 and also x such that 〈w, x〉 �= 0 (otherwise 〈, 〉 is degenerate),
then q(w, x) = −〈w, x〉2 �= 0; if 〈, 〉 is definite, we choose non zero orthogonal
vectors a, b; then q ≡ 0 gives 〈a, b〉2 = 〈a, a〉.〈b, b〉 = 0, so 〈a, a〉 = 0 with
a �= 0 which cannot be.

Proof: (of Proposition 3.4.9). The first step is to see that 〈Rv,wv, w〉 = 0
for all v, w ∈ TpQ; the hypothesis implies that this is true if v, w span a non
degenerate plane. If otherwise v, w span a degenerate plan, the last lemma
together with the continuity of the function (x, y) �−→ 〈Rx,yx, y〉 imply that
〈Rv,wv, w〉 = 0 for all v, w ∈ TpQ. Now, for v, w ∈ Tp(Q) and arbitrary x ∈
TpQ we have 0 = 〈Rv,w+xv, w + x〉 = 〈Rv,xv, w〉+ 〈Rv,wv, x〉; the symmetry
by pairs (Proposition 3.4.5 (d)) implies 〈Rv,wv, x〉 + 〈Rv,wv, x〉 = 0 and so
Rv,wv = 0 for all v, w ∈ TpQ. In particular we also have 0 = Rv+x,w(v+x) =
Rx,wv + Rv,wx that together with Proposition 3.4.5 (c) imply

0 = Rx,wv + Rw,vx + Rv,xw = −Rv,wx + Rw,vx−Rv,wx

or Rw,vx = 0 for all x ∈ TpQ, that means Rw,v = 0. Since v, w are arbitrary
one obtains R = 0 at p.

Given a tensor field Φ on Q of type (r, s), one considers its covariant
differential ∇Φ; the contraction Ci

s+1(∇Φ) of the (s + 1)th covariant slot
with the ith contravariant slot is a tensor field of type (r − 1, s) called the
ith-divergence of Φ, denoted by diviΦ, that is,

diviΦ = Ci
s+1(∇Φ). (3.31)

We remark that Φ has r divergences (see Exercise 2.1.2).
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Example 3.4.11. A vector field V on Q can be considered as a tensor field
of type (1, 0) (see Exercise 2.1.1) so ∇V is a tensor field of type (1,1). The
divergence of V (in this case∇V has one only divergence) is the contraction

divV = C1
1 (∇V ). (3.32)

From the definition of ∇V we have (∇V )(σ,W ) = W (V (σ)) − V (∇Wσ) =
W (σ(V )) − (∇Wσ)(V ) = σ(∇WV ); in local coordinates (x1, . . . , xn), V =
ΣmV m ∂

∂xm and then

(∇V )ij = (∇V )(dxi,
∂

∂xj
) = dxi(∇ ∂

∂xj
V ) = dxi(∇ ∂

∂xj
(ΣmV m ∂

∂xm
))

= dxi[ΣmV m∇ ∂

∂xj

∂

∂xm
+ Σm

∂V m

∂xj
∂

∂xm
].

Then divV = Σi(∂V
i

∂xi + ΣkΓ
i
ikV

k).

When Q = R
3 with the natural metric, one obtains the usual formula for

the divergence of a vector field on R
3.

Example 3.4.12. The Hessian H(f) of a function f ∈ D(Q) is the covari-
ant differential of df :

H(f) = ∇(df). (3.33)

Since df ∈ Γ 1(Q), it can be considered as a tensor field of type (0, 1) (see
Exercise 2.1.1) then H(f) is a tensor field of type (0,2). Moreover, H(f) is a
symmetric tensor. In fact

(H(f))(X,Y ) = (∇(df))(X,Y ) = Y (df(X))− df(∇YX)
= Y (X(f))− (∇YX)(f);

But since XY − Y X = [X,Y ] and the Levi-Civita connection is symmetric,
we have

XY − Y X = ∇XY −∇YX;

this last equality, allows us to write

(H(f))(X,Y ) = (Y X −∇YX)(f) = (XY −∇XY )(f) = (H(f))(Y,X).

The gradient of a smooth function f : Q −→ R, characterized
by 〈grad f,X〉 = df(X) for all X ∈ X (Q), makes sense in any pseudo-
Riemannian manifold (Q, 〈, 〉). In local coordinates (x1, . . . , xn) we have f =
f(x1, . . . , xn) and then df = Σn

i=1
∂f
∂xi dx

i and so grad f = Σi,jg
ij ∂f
∂xi

∂
∂xj .

The Laplacian ∇f of a function f ∈ D(Q) is the divergence of its
gradient:

∇f = div (grad f) = C1
1 (∇(grad f)). (3.34)

To the Riemannian curvature tensor R of (Q, 〈, 〉) there corresponds a
tensor field R̄ of type (1,3), (see ((3.25)). The contraction C1

3 (R̄), also denoted
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C1
3 (R), is a mixed tensor field of type (0, 2) called the Ricci curvature

tensor of (Q, 〈, 〉), that is

Ric (X,Y ) = (C1
3R)(X,Y ). (3.35)

Proposition 3.4.13. The Ricci curvature tensor of (Q, 〈, 〉) is a type (0, 2)
symmetric tensor.

Proof: In local coordinates (x1, . . . , xn), the components of R̄ are denoted
by Rijkl = R̄(dxi, ∂

∂xj ,
∂
∂xk ,

∂
∂xl ) and the components of C1

3 R̄ are

(Ric)ij = (C1
3 R̄)(

∂

∂xi
,

∂

∂xj
) = C{R̄(·, ∂

∂xi
,

∂

∂xj
, ·)}

= Σn
l=1R̄(dxl,

∂

∂xi
,

∂

∂xj
,

∂

∂xl
) = Σn

l=1R
l
ijl,

so
(Ric)ij = Ric(

∂

∂xi
,

∂

∂xj
) = Σn

l=1R
l
ijl. (3.36)

On the other hand, from Proposition 3.4.5 (d), the symmetry by pairs implies

〈R ∂

∂xi ,
∂

∂xj

∂

∂xk
,

∂

∂xr
〉 = 〈R ∂

∂xk ,
∂

∂xr

∂

∂xi
,

∂

∂xj
〉

that is,
grlR

l
kij = Rlikrgjl

where repetition of indices means summation of that index from 1 to n.
Equivalently, we have:

glrR
l
kij = gljR

l
ikr for all r, k, i, j = 1, . . . , n.

From the last expression we get

gsrglrR
l
kij = gsrgljR

l
ikr,

or
Rskij = gsrRlikrglj . (3.37)

Contracting s and j one obtains Rjkij = Rrikr and, using (3.36), we show that
(Ric)ki = (Ric)ik.

The scalar curvature of (Q, 〈, 〉) is the (metric) contraction S of the
Ricci curvature tensor, that is,

S = C1
1 (U1

1Ric).

In local coordinates (x1, . . . , xn), one can write: (U1
1Ric)ir = gij(Ric)jr,

and so, S = gij(Ric)ij = gijRlijl; from this it follows that dS = ∂S
∂xm dxm

implies
∂S

∂xm
=

∂

∂xm
(gijRlijl). (3.38)
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Remark 3.4.14. By definition R̄ic = U1
1Ric and we have divR̄ic = C1

2 (∇R̄ic).
Since Ric is a symmetric tensor field of type (0, 2), the tensor fields U1

1Ric
and U1

2Ric coincide as type (1, 1) tensors; then divR̄ic depends on Ric, only.

Proposition 3.4.15.
dS = 2divR̄ic

where R̄ic = U1
1Ric.

Proof: We will fix a point p ∈ Q and choose a normal coordinate system in
a neighborhood of p as we did in Proposition 3.4.8. Since Γ lij(p) = 0 for all
i, j, l = 1, . . . , n, we have ∇ ∂

∂xj

∂
∂xi (p) = 0 for all i, j = 1, . . . , n and

[
∂

∂xi
〈 ∂

∂xj
,

∂

∂xk
〉](p) =

∂gjk
∂xi

(p) = 0 (also
∂gjk

∂xi
(p) = 0), ∀i, j, k = 1, . . . , n.

On the other hand (3.27) implies

(∇R̄ic)ijk = (∇R̄ic)(dxi,
∂

∂xj
,

∂

∂xk
) =

=
∂

∂xk
(R̄ic)ij − R̄ic(dxi,∇ ∂

∂xk

∂

∂xj
)− R̄ic(∇ ∂

∂xk
dxi,

∂

∂xj
).

From (3.26), (3.36) and the definition of U1
1 we obtain

(∇R̄ic)ijk =
∂

∂xk
(girRlrjl)− Γ ljkg

irRmrlm + Γ ikrg
rmRlmjl,

so we have

[divR̄ic]j = [C1
2 (∇R̄ic)]j = (∇R̄ic)iji =

= [
∂

∂xi
(girRlrjl)− Γ ljig

irRmrlm + Γ iirg
rmRlmjl].

The choice of a normal coordinate system implies that at p ∈ Q we have that

[divR̄ic]j(p) = [
∂

∂xi
(girRlrjl)](p) (3.39)

and then

[divR̄ic]j(p) = gir(p)
∂Rlrjl
∂xi

(p). (3.40)

The second Bianchi identity, for all r,m, s = 1, . . . , n, gives us

(∇ ∂
∂xr

R)(
∂

∂xm
,

∂

∂xs
) + (∇ ∂

∂xs
R)(

∂

∂xr
,

∂

∂xm
) +∇ ∂

∂xm
R(

∂

∂xs
,

∂

∂xr
) = 0,

(3.41)
and, if we use (3.28) and introduce the notation Rijmr; s by the condition
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(∇ ∂

∂xs
R)(

∂

∂xm
,

∂

∂xn
)
]

∂

∂xj
= Rijmr;s

∂

∂xi
(3.42)

one obtains, at the point p ∈ Q, Rijmr;s = ∂
∂xs (Rijmr) and so

[Rijms;r + Rijrm;s + Rijsr;m](p) = 0. (3.43)

From Exercise 3.4.6, we see that reversing r with s in the last parcel (so,
with change of sign) and making the contraction of indices i and s one gets
(Rijmi;r + Rijrm;i −Rijri;m)(p) = 0, and then, by (3.36) we arrive to

{ ∂

∂xr
[(Ric)jm] + Rijrm;i}(p) = Rijri;m(p). (3.44)

Contracting (metrically) the covariant slots j and r, (3.44) gives us

gjr(p){ ∂

∂xr
[(Ric)jm]}(p) + (gjrRijrm;i)(p) = (gjrRjri;m)(p). (3.45)

Using (3.38) and (3.45) we can write

[
∂S

∂xm
](p) = [gjrRijmi;r](p) + [gjrRijrm;i](p). (3.46)

From (3.40) we have

2[divR̄ic]m(p) = 2[gsrRirmi;s](p). (3.47)

Our point now is to show that the second members of (3.46) and (3.47)
coincide; for that we use (3.37) and write

gtjRskij = gsrRtikr, (3.48)

that, after derivative, gives us at p ∈ Q:

[gtjRskij;m](p) = [girRtikr;t](p). (3.49)

By contracting indices (t,m) and (s, i) one obtains

[gtjRikij;t](p) = [girRtikr;t](p) (3.50)

or equivalently
[gjrRikij;r](p) = [gjrRijkr;i](p). (3.51)

The last equation shows that the following permutation between the covariant
indices hold:

(kijr) −→ (jkri).

Now, using (3.51) and the symmetry of the Ricci tensor, we have the equali-
ties:
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[gjrRijmi;r](p) = [gjrRimji;r](p) = [gjrRimri;j ](p) = [gjrRirmi;j ](p)

[gjrRjrm;i](p) = [gjrRrjm;i](p) = [gjrRimri;j ](p) = [gjrRirmi;j ](p);

with the last two equalities, (3.46) and (3.47) imply

dS(p) = [2divR̄ic](p)

and the proof of Proposition 3.4.15 is complete.

3.5 E. Cartan structural equations of a connection

Given an affine connection ∇, we put

T (X,Y ) = ∇YX −∇XY + [X,Y ]. (3.52)

The mapping

(σ,X, Y ) ∈ Γ 1(Q)×X 2(Q)→ σ(T (X,Y )) ∈ D(Q)

is a mixed tensor field of type (1,2) called the torsion tensor field of ∇.
From (2.2) and (2.31), ω, σ being two one differential forms on Q we have

(ω ∧ σ)(X,Y ) = ω(X)σ(Y )− ω(Y )σ(X), (3.53)

dω(X,Y ) = X(ω(Y ))− Y (ω(X))− ω([X,Y ]) (3.54)

where X,Y ∈ X (Q). The covariant derivative of 1-forms is given in (3.26)
by (∇Xω)(Y ) = X(ω(Y ))−ω(∇XY ). This last equality together with (3.52)
and (3.54) imply

dω(X,Y ) = (∇Xω)(Y )− (∇Y ω)(X)− ω(T (X,Y )). (3.55)

Let p ∈ Q and (X1, X2, . . . , Xn) a basis for the vector fields in some neigh-
borhood Np of p, that is, any vector field X on Np can be written as
X =

∑n
i=1 fiXi where fi ∈ D(Np).

Let ωi, ωkj (1 ≤ i, j, k ≤ n) be the one-differential forms in Np character-
ized by the equalities

wi(Xj) = δij and ωkj =
n∑
i=1

Γ kijω
i,

the Γ kij being smooth functions on Np defined by the formula ∇Xi
Xj =∑n

k=1 Γ kijXk.
It is easy to see that the 1-forms ωkj determine the connection ∇ on Np.

The structural equations of E. Cartan (see the next equations (3.56) and
(3.57)) relate the differentials dωi with special 2-forms ωj(T ) and Ωk

j asso-
ciated with the torsion T (X,Y ) and with the curvature tensor field RX,Y Z,
defined in (3.23) and (3.52), respectively.



3.5 E. Cartan structural equations of a connection 51

Proposition 3.5.1. (E. Cartan) The following structural equations hold:

dωj =
n∑
k=1

ωk ∧ ωjk − ωj(T ) (3.56)

dωkj =
n∑
l=1

ωlj ∧ ωkl −Ωk
j (3.57)

where ωj(T ) and Ωk
j are 2-differential forms given by

ωj(T )(X,Y ) = ωj(T (X,Y )) and Ωk
j (X,Y ) = ωk(RX,YXj).

Proof: We start by observing that if Z ∈ X (Np) we have

∇ZXj =
n∑
k=1

(ωkj (Z))Xk. (3.58)

From the equalities

(∇Zωl)(Xj) = Z(ωl(Xj))− ωl(∇ZXj) = −ωl(∇ZXj)

= −ωl(
n∑
k=1

ωkj (Z)Xk) = −ωlj(Z)

we get

∇Zωl = −
n∑
j=1

(ωlj(Z))ωj . (3.59)

From (3.53) and (3.54) we have

dωj(X,Y )−
n∑
k=1

(ωk ∧ ωjk)(X,Y ) =

X(ωj(Y ))− Y (ωj(X))− ωj([X,Y ])−

−
n∑
k=1

ωk(X)ωjk(Y ) +
n∑
k=1

ωk(Y )ωjk(X),

and using (3.59) we arrive to

dωj(X,Y )−
n∑
k=1

(ωk ∧ ωjk)(X,Y ) = ωj(∇XY −∇YX − [X,Y ]).

Taking into account the definition (3.52) of T (X,Y ) we obtain (3.56). We
now consider (3.54) applied to the 2-form dωkj and use (3.58) twice to get:
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∇Y (∇XXj) = ∇Y (
n∑
k=1

(ωkj (X))Xk)

=
n∑
l=1

[Y (ωlj(X)) +
n∑
k=1

(ωkj (X))(∇YXk)]Xl

=
n∑
l=1

[Y (ωlj(X)) +
n∑
k=1

ωkj (X)ωlk(Y )]Xl.

With the last equality one can write the expression of RX,YXj given in (3.23)
and obtain from (3.58):

RX,YXj = ∇Y (∇XXj)−∇X(∇YXj) +∇[X,Y ]Xj =

=
n∑
l=1

[−dωlj(X,Y ) +
n∑
k=1

(ωkj ∧ ωlk)(X,Y )]Xl.

Finally, the definition of Ωl
j gives

Ωl
j(X,Y ) = ωl(RX,YXj) = −dωlj(X,Y ) +

n∑
k=1

(ωkj ∧ ωlk)(X,Y )

and the proof is complete.

As a consequence of Proposition 3.5.1 one can analyze the case of a Rie-
mannian manifold (Q, 〈, 〉) with the Levi-Civita connection ∇. If we assume
that (X1, . . . , Xn) is an orthonormal basis, that is 〈Xr, Xs〉 = δrs , r, s =
1, . . . , n, we obtain T (X,Y ) = 0 for all X,Y ∈ X (Np) and then we have
the following

Proposition 3.5.2. The structural equations of E. Cartan for the Rieman-
nian case are

dωj =
n∑
k=1

ωk ∧ ωjk (3.60)

dωkj =
n∑
l=1

ωlj ∧ ωkl −Ωk
j (3.61)

and the forms ωjk and Ωk
j satisfy

ωkj + ωjk = 0 (3.62)

Ωk
j + Ωj

k = 0. (3.63)
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Proof: In fact, since (3.58) holds we obtain

ωkj (Z) = 〈∇ZXj , Xk〉.

But Z〈Xj , Xk〉 = Z(δjk) = 0 and then

〈∇ZXj , Xk〉+ 〈Xj ,∇ZXk〉 = 0

is true, that is, ωjk + ωkj = 0. But, moreover, (3.61) and (3.62) imply (3.63)
so the proof is complete.



4 Newtonian mechanics

4.1 Galilean space-time structure and Newton equations

Let A be an affine space associated to a finite dimensional vector space
V , that is, it is defined a map

A× V → A

called sum (x + v) ∈ A of a point x ∈ A with a vector v ∈ V , and the
following axioms hold:

a1) x + 0 = x, for all x ∈ A and 0 the zero vector in V .
a2) x + (v1 + v2) = (x + v1) + v2, for all x ∈ A and v1, v2 ∈ V .
a3) Given x, y ∈ A, there is just one vector u ∈ V such that x + u = y; u is

denoted by (y − x).

Example 4.1.1. Any finite dimensional vector space can be considered as an
affine space associated to itself. Note that the cartesian product A1 × A2 of
two affine spaces A1 and A2 is an affine space.

If the vector space V is Euclidean (in V is defined an inner product 〈, 〉),
we say that any affine space associated to V is Euclidean. In this last case
one can talk about the distance between two points x, yy ∈ A, by setting

ρ(x, y)
def
= ‖ x− y ‖=

√
〈(x− y), (x− y)〉.

The presentation of this section, follows closely [4] “Mathematical Methods
of Classical Mechanics” by V.I. Arnold, Springer-Verlag, p.3 to 11.

A Galilean space-time structure is a triple (A4, τ, (, )) where A4 is a
dimension four affine space associated to a vector space V 4, τ is a non-zero
linear form

τ : V 4 → R

and (, ) is an inner product defined on the three dimensional kernel S =
τ−1(0) of τ . The elements in A4 are the world points or events, τ is the
absolute time and τ(x− y) is the time interval from event x to event
y. When τ(x − y) = 0, x and y are said to be simultaneous events and
then (x− y) ∈ S.

W.M. Oliva: LNM 1798, pp. 55–60, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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The set Sx = x+S of all events simultaneous to x is a three dimensional
Euclidean affine space associated to S; in fact S is an Euclidean vector space
with the given inner product (, ). Then it makes sense to talk about the
distance between two simultaneous events but does not makes sense to talk
about the distance between two events with a nonzero time interval.

Let A1, A2 be two affine spaces associated to vector spaces V1, V2 re-
spectively. An affine transformation (affine isomorphism) between A1
and A2 is a bijection T : A1 → A2 such that there exists a bijective linear
map T ∗ : V1 → V2 and T (x) − T (y) = T ∗(x − y) for all x, y ∈ A1. When
A1 = A2 = A and V1 = V2 = V the affine transformations form a group
called the affine group of A.

One defines the Galilean group of a Galilean structure (A4, τ, (, )) as
the subgroup GA4 of the affine group of A4 whose elements preserve the time
intervals of any pair of events and also preserve the distances between two
simultaneous events.

So T ∈ GA4 means that T is an affine transformation of A4 and, moreover:

G1) τ(x− y) = τ(T (x)− T (y)) for any x, y ∈ A4;
G2) x1, x2 ∈ A4 and τ(x1 − x2) = 0 imply ‖ x1 − x2 ‖=‖ T (x1)− T (x2) ‖.

It is clear that conditions G1) and G2) above are equivalent to the follow-
ing:

Ḡ1) τ = τ ◦T ∗ (this, in particular, shows that T ∗ leaves invariant the subspace
S = τ−1(0)).

Ḡ2) The restriction of T ∗ to S is an orthogonal transformation on S, that is
(T ∗v, T ∗u) = (v, u) for all v, u ∈ S.

Example 4.1.2. Let us consider R × R
3 as an affine space, τ : R × R

3 → R

be the projection τ(t, x) = t for all (t, x) ∈ R × R
3, and S = τ−1(0) =

{(0, x)|x ∈ R
3) with the inner product (, ) induced by R

3. The Galilean
space-time structure (R × R

3, τ, (, ))is the so called Galilean coordinate
space and its Galilean group GR×R3 will be denoted by G.

Exercise 4.1.3. Prove that the following affine transformations of R × R
3

belong to G:

g1) Uniform motion with velocity v:

g1((t, x)) = (t, x + tv), (t, x) ∈ R× R
3;

g2) Translation of the origin(0, 0) to (s, ω) ∈ R× R
3:

g2((t, x)) = (t + s, x + ω), (t, x) ∈ R× R
3;

g3) Rotation R of the coordinate axes:

g3((t, x)) = (t, Rx), (t, x) ∈ R× R
3 and R

is an orthogonal transformation of R
3 (proper (det R = 1) or not).
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Exercise 4.1.4. Show that any transformation g ∈ G can be written in a
unique way as a composition g = g1 ◦ g2 ◦ g3; specify g1

∗, g2
∗, g3

∗.

We remark that the group G has dimension 10 and the affine group of R×
R

3 has dimension 20 (here dimension means the number of real parameters
that one needs to determine a generic element of the group).

Two Galilean space-time structures (A1, τ1, (, )1) and (A2, τ2, (, )2) are
said to be isomorphic if there exists an affine isomorphism T : A1 −→ A2
such that

i) τ1 = τ2 ◦ T ∗ (and in particular T ∗ takes τ1
−1(0) onto τ2

−1(0));
ii) The restriction T ∗|τ1−1(0) : τ1

−1(0) → τ2
−1(0) preserves the Euclidean

structures, that is, (T ∗u, T ∗v)2 = (u, v)1 for all u, v ∈ τ1
−1(0).

Exercise 4.1.5. Show that any two Galilean space-time structures are iso-
morphic. Start by showing that any Galilean space-time structure is isomor-
phic to the Galilean coordinate space.

Let M be a set and ϕ1 : M → R×R
3 a bijective map (called a Galilean

coordinate system on M). If ϕ2 is another Galilean system such that
ϕ2 ◦ϕ1

−1 : R×R
3 → R×R

3 belongs to the Galilean group G, one says that
ϕ2 moves uniformly with respect to ϕ1.

Using a Galilean coordinate system ϕ1 on M and the Galilean coordi-
nate space (R× R

3, τ, (, )), one easily define a Galilean space-time structure
(A1, τ1, (, )1). In fact let V1 = ϕ1

−1(R×R
3) with the structure of a four dimen-

sional vector space induced by the vector space R×R
3, and let A1 = M = V1

be the four dimensional affine space associated to itself. The map τ1 = τ ◦ϕ1
is obviously a non zero linear map τ1 : V1 → R and on the three dimensional
kernel τ1−1(0) = ϕ1

−1({0} × R
3) one defines the inner product (, )1 induced

by (, ).
It is clear that if ϕ2 moves uniformly with respect to ϕ1 (that is ϕ2 ◦

ϕ1
−1 ∈ G), the Galilean space-time structure (A2, τ2, (, )2) defined by ϕ2,

as above, is isomorphic to (A1, τ1, (, )1) and, of course, isomorphic to the
Galilean coordinate space (R× R

3, τ, (, )).
A motion in R

N is a C2 map x : I → R
N where I ⊂ R is an open interval.

The vectors ẋ(to) and ẍ(to) in R
N are the velocity and the acceleration

at the point to ∈ I. The image x(I) ⊂ R
N is called a curve in R

N .
Let α : I → R

3 be a motion in R
3. The graph {(t, α(t))|t ∈ I} is a curve

in R× R
3.

Let us come back to the case of a set M with a Galilean system of coordi-
nates ϕ1 : M → R×R

3 and the corresponding Galilean space-time structure
induced by ϕ1 on M . Consider also the atlas a = {ϕ : M → R×R

3|ϕ◦ϕ1
−1 ∈

G}, that is, this atlas is the collection a = {g ◦ ϕ1|g ∈ G}.
A world line on M relative to a is the image γ(J) ⊂ M of a map γ :

J →M (J ⊂ R is an interval) such that ϕ1(γ(J)) is the graph {(t, α(t))|t ∈ I}
of a motion α : I → R

3.
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Remark 4.1.6. If instead of ϕ1 we use any ϕ ∈ a, one can show that ϕ(γ(J))
is also the graph of a motion in R

3. This fact follows from what can be proved
in the next Exercise.

Exercise 4.1.7. Show that the maps g1, g2 and g3 considered in Exer-
cise 4.1.3 transform graphs of motions in R

3 into graphs of motions in R
3.

Example 4.1.8. Let E3 be the affine space whose elements are the points of
the Euclidean geometry; E3 is associated to the set V 3 of all translations of
E3 which is a three dimensional vector space. The set M = R×E3 is an affine
space associated to the four dimensional vector space R×V 3. M = R×E3 is a
model for the so called physical space-time; E3 is said to be the absolute
space and the first projection is the absolute time.

Any Galilean system of coordinates (bijection) ϕ1 : M → R×R
3 induces

on M , as we saw, a Galilean space-time structure and also defines the atlas
a = {g ◦ ϕ1|g ∈ G}.

A motion of a mechanical system of n points defined on M , will give
on M n world lines relative to a and correspondingly n mappings xi : I → R

3,
i = 1, . . . , n that define one mapping x : I → R

3n called a motion of a system
of n points in the Galilean coordinate space R × R

3. The direct product
R

3 × . . .× R
3 = R

3n is called the configuration space.
According to the Newton principle of determinacy all motions of a

mechanical system of n points are uniquely determined by their initial posi-
tions x(to) ∈ R

N and initial velocities ẋ(to) ∈ R
N , N = 3n. In particular the

accelerations are determined. So, there is a function F : R
N ×R

N ×R→ R
N

such that ẍ = F (x, ẋ, t), the Newton equation, which is assumed to be of
class C1. This second order differential equation is determined experimen-
tally for each specific mechanical system and constitutes a definition of it.
By a classical theorem of existence and uniqueness of solutions, each motion
is uniquely determined by x(to) and ẋ(to).

Galileo principle of relativity imposes strong constraints to Newton
equations of a mechanical system. Its statement is the following: ”The physical
space-time R × E3 has a special Galilean coordinate system ϕ1 and its atlas
a = {g ◦ ϕ1|g ∈ G} (the elements in a are called the inertial coordinate
systems) having the following property: If we subject the world lines relative
to a of all the n points of any mechanical system to one and the same Galilean
transformation, we obtain world lines relative to a of the same mechanical
system (with new initial conditions)”.

This imposes a series of restrictions on the form of the right-hand side F
of Newton equations written in an inertial coordinate system.

Example 4.1.9. Since g2 ∈ G (see Exercise 4.1.7), if x(t) is a solution of
ẍ = F (x, ẋ, t) then x(t + s) is also a solution for all s ∈ R, so we have
ẍ(t + s) = F (x(t + s), ẋ(t + s), t). As a consequence we have F (x, ẋ, t) =
F (x, ẋ, t− s) which shows that ∂F

∂t = 0, so F = F (x, ẋ).
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Remark 4.1.10. The invariance with respect to the translations g2 ∈ G means
that ”space is homogeneous”.

Exercise 4.1.11. Show that the right-hand side of Newton equation de-
pends only on the relative coordinates xj−xk and ẋj−ẋk, that is ẍ = F (x, ẋ)
is written in its components ẍi as

ẍi = Fi({xj − xk, ẋj − ẋk}) i, j, k = 1, . . . , n.

Hint: First use g2 (with (s, ω) = (0,−x2)) and see that the Fi depend on
xj − x2 only; after use g1 (with v = −ẋ2) to show that the Fi depend on the
relative ẋj − ẋ2 only.

Remark 4.1.12. The invariance under g3 ∈ G means that ”space is isotropic”.

Exercise 4.1.13. Analyze the invariance under g3 ∈ G to see what one
can say about the right hand side F (x, ẋ) of the Newton equation. After
that, show that if a mechanical system consists of only one point, then its
acceleration (in an inertial coordinate system) is equal to zero (”Newton’s
first law”).

Hint: Use the results of Exercise 4.1.11 and the invariance under g3 ∈ G.

Example 4.1.14. A mechanical system consists of two points. At the initial
moment their velocities (in some inertial coordinate system) are equal to zero.
Show that the points will stay on the line which connected them at the initial
moment.

The two points satisfy x1(0)− x2(0) = a �= 0, ẋ1(0) = ẋ2(0) = 0 and the
system is {

ẍ1 = F1(x1 − x2, ẋ1 − ẋ2)
ẍ2 = F2(x1 − x2, ẋ1 − ẋ2)

(4.1)

where F1 and F2 are C1-functions; by the invariance under g3 ∈ G we know
that if (x1, x2) is a motion then (x̄1 = Rx1, x̄2 = Rx2) is also a motion, that
is,

¨̄x1 = Rẍ1 = RF1(x1 − x2, ẋ1 − ẋ2) = F1(R(x1 − x2), R(ẋ1 − ẋ2))
¨̄x2 = Rẍ2 = RF2(x1 − x2, ẋ1 − ẋ2) = F2(R(x1 − x2), R(ẋ1 − ẋ2)).

Assume, by contradiction, that or x1(t) or x2(t) does not remain on the
line defined by x1(0) and x2(0). Then, with a small rotation R(θ) (of angle
θ) around that line (we may also assume that 0 ∈ R

3 is on the same line),
one has x̄1(t) �= x1(t) or x̄2(t) �= x2(t). But
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˙̄x1(0) = Rẋ1(0) = 0 ˙̄x2(0) = Rẋ2(0) = 0
x̄1(0) = Rx1(0) = x1(0) and x̄2(0) = Rx2(0) = x2(0)

and, then, by uniqueness of solution of system (4.1) one has x̄1(t) = x1(t)
and x̄2(t) = x2(t), which is a contradiction. So x1(t) and x2(t) remain on the
line defined by x1(0), x2(0), for all values of t.

4.2 Critical remarks on Newtonian mechanics

By the end of the last century, the existence of an absolute space in the model
R × E3 of the physical space-time as an example of a Galilean space-time
structure, as well as the existence of a special Galilean coordinate system
that appears in the Galileo’s principle of relativity, became dubious when
highly accurate optical experiments were performed.

On a “human scale”, the account of motion in Newtonian Mechanics is
quite accurate but when it is pushed to extremes, some difficulties arise.
For instance, no material object has been observed to travel faster than the
(finite) speed c of light in a vacuum; but, in Newtonian theory, c plays no
special role. Moreover, light is propagated isotropically (with the same speed
in all directions) in each supposed inertial system; if two inertial systems are
passing one another (one inertial coordinate system is in uniform translation
motion with respect to the other) and assuming a light pulse is emitted
at their common origin at time zero, it is observed that both systems see
their respective origins as the centers of the resulting spherical light pulse for
all time. This phenomenon is known as the light pulse paradox and the
observation was done, essentially, in the Michelson-Morley experiment.

This, together with other electromagnetic considerations, led Albert Ein-
stein and other people to reject the notion of an absolute space. He still
retained, however, the notion of a distinguished (but undefined) class of in-
ertial systems. Einstein then showed that this rejection of an absolute space
and the resulting notion of absolute motion of an inertial system forces us to
abandon also the idea of an absolute time! (see [25], “Gravitational Curva-
ture” by Theodore Frankel, W.H. Freeman and Co., San Francisco).



5 Mechanical systems on Riemannian
manifolds

5.1 The generalized Newton law

Let (Q, 〈, 〉) be a Riemannian manifold, q = q(t) be a C2-curve on Q and
∇ be the Levi-Civita connection associated to the given Riemannian metric
〈, 〉. The acceleration of q(t) is the covariant derivative of the velocity field
q̇ = q̇(t), that is,

acceleration of q(t)
def
=

Dq̇

dt
. (5.1)

If V is any (local) vector field extending q̇ = q̇(t), we also write, for simplicity,
Dq̇
dt = ∇q̇ q̇ = ∇q̇V . When q̇(t) �= 0, there exists such a V in a neighborhood
of q(t).

In local coordinates (Ω; q1, . . . , qn) of Q, the functions gij = 〈 ∂∂qi
, ∂
∂qj
〉 and

the Γ kij given by ∇ ∂
∂qj

∂
∂qi

=
∑n
k=1 Γ kji

∂
∂qk

, are well known C1-functions on

Ω and the expressions 3.20 give each Γ kij as a function of the gij(q1, . . . , qn)
and their derivatives, hence as a function of q1, . . . , qn. If (qi, q̇i) are the
corresponding natural coordinates of TQ on τ−1(Ω) (recall that τ : TQ→ Q
is the natural projection), one can write:

q̇ =
n∑
i=1

q̇i
∂

∂qi
(5.2)

and so, we have along q = q(t) (see 3.7):

Dq̇

dt
=

n∑
k=1

q̈k +
∑
i,j

q̇iq̇jΓ
k
ij

 ∂

∂qk
(5.3)

The kinetic energy associated to the Riemannian metric 〈, 〉 is the Ck-
function K : TQ→ R given by K(vp) = 1

2 〈vp, vp〉.
As we will see in some examples, the masses appear in the definition of

the metric 〈, 〉; the Legendre transformation (see Appendix A) or mass
operator µ is a diffeomorphism from TQ onto T ∗Q,

µ : TQ→ T ∗Q (5.4)

W.M. Oliva: LNM 1798, pp. 61–110, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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given by µ(vp)(.) = 〈vp, .〉 for all vp ∈ TQ. TQ is also called the phase space
of velocities and T ∗Q is called the phase space of momenta. Since 〈, 〉p is non
degenerate, we see easily that µ takes the fiber TpQ onto the fiber Tp

∗Q and
µ identifies, diffeomorphically, TQ with T ∗Q. A field of (external) forces
is a C1-differentiable map

F : TQ→ T ∗Q (5.5)

that sends the fiber TpQ into the fiber T ∗
pQ, for all p ∈ Q.

We remark that, by definition, F is not necessarily surjective but sends
fibers into fibers. When F(vp) is constant (for all p ∈ Q and vp ∈ TpQ) the
field of forces is said to be positional. As an example of a positional field of
forces one defines

FU (vp) = −dU(p) ∀vp ∈ TpQ, p ∈ Q,

where U : Q → R, the potential energy, is a given C2-differentiable func-
tion. In that case one says that FU is a conservative field of forces. It is
clear that FU is a positional field of forces. The map µ−1 ◦ FU : TQ → TQ
defines, in this case, a vector field X on the manifold Q:

X : p ∈ Q �−→ µ−1 ◦ FU (vp) ∈ TpQ,

that does not depend on vp ∈ TpQ, but on U and p ∈ Q, only. In fact X is
equal to −grad U (- gradient of U); take wp ∈ TpQ and so:

〈X (p), wp〉 = 〈µ−1FU (vp), wp〉 = µ(µ−1FU (vp))(wp)
= FU (vp)(wp) = −dU(p)(wp), that is X (p) = −(grad U)(p).

Exercise 5.1.1. Show that in local coordinates we have

µ(
Dq̇

dt
) =

n∑
j=1

(
d

dt

∂K

∂q̇j
− ∂K

∂qj

)
dqj . (5.6)

A mechanical system on a Riemannian manifold (Q, 〈, 〉) is a triplet
(Q, 〈, 〉,F) where F is an (external) field of forces. The manifold Q is said to
be the configuration space and the corresponding generalized Newton
law is the relation

µ(
Dq̇

dt
) = F(q̇). (5.7)

A motion q = q(t) is a C2-curve, with values on Q, that satisfies
the Newton law (5.7). A conservative mechanical system is a triplet
(Q, 〈, 〉,F = −dU) where U : Q → R is its potential energy. The function
Em = K + U ◦ τ is the mechanical energy.

Proposition 5.1.2. (Conservation of energy) In any conservative mechani-
cal system (Q,<,>,−dU) the mechanical energy Em = K +U ◦ τ is constant
along a given motion q = q(t).
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Proof:

d
dtEm(q̇) = d

dt [K(q̇) + U ◦ τ(q̇)] = d
dt

[ 1
2 〈q̇, q̇〉+ U(q)

]
=

= 〈(Dq̇dt ), q̇〉+ (dU(q))q̇ = 〈µ−1[−dU(q)], q̇〉+ (dU(q))q̇

= −(dU(q))q̇ + (dU(q))q̇ = 0.

5.2 The Jacobi Riemannian metric

Let (Q, 〈, 〉,−dU) be a conservative mechanical system on a Riemannian
manifold (Q, 〈, 〉) and U be a C2-potential energy. Let vp ∈ TQ be a crit-
ical point of the mechanical energy Em = K + U ◦ τ : TQ → R, that
is, dEm(vp) = 0. In local coordinates we have vp = (qi, q̇i) and Em(vp) =
1
2

∑
ij gij(p)q̇iq̇j + U(q1(p), . . . , qn(p)), so

dEm(qi, q̇i) =
n∑
k=1

1
2

∑
ij

∂gij
∂qk

q̇iq̇j +
∂U

∂qk

 dqk +
n∑
k=1

[∑
i

gik q̇i

]
dq̇k = 0

and that implies the following equations:∑
i

gik q̇i = 0, k = 1, . . . , n, (5.8)

1
2

∑
ij

∂gij
∂qk

q̇iq̇j +
∂U

∂qk

 = 0, k = 1, . . . , n. (5.9)

By (5.8) and (5.9), and since det(gij) �= 0, vp ∈ TQ is a critical point of
Em if, and only if:

q̇i = 0, i = 1, . . . , n, and
∂U

∂qk
(p) = 0.

This means that vp is a critical point of Em if, and only if, p ∈ Q is a
critical point of U and vp = 0p ∈ TpQ.

Let h ∈ R be a (not necessarily regular) value of the mechanical energy
Em with E−1

m (h) �= ∅ and consider the open set of Q:

Qh = {p ∈ Q | U(p) < h}. (5.10)

On the manifold Qh one can define the so called Jacobi metric gh associ-
ated to 〈, 〉; for each p ∈ Qh define gh(p) by
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gh(p)(up, vp)
def
= 2(h− U(p))〈up, vp〉, (5.11)

Since (h−U(p)) > 0 for p ∈ Qh, one sees that gh is a Riemannian metric
on Qh.

Proposition 5.2.1. (Jacobi) The motions of a conservative mechanical sys-
tem (Q, 〈, 〉,−dU) with mechanical energy h are, up to reparametrization,
geodesics of the open manifold Qh with the Jacobi metric associated to 〈, 〉.

Before proving the 5.2.1 one goes to show the following (see [54]):

Proposition 5.2.2. Let (Q, 〈, 〉) be a Riemannian manifold, ρ : Q → R to
be a C2 function and grad ρ denote a vector field on Q, the gradient corre-
sponding to 〈, 〉 of the function ρ. Let ∇ and ∇̃ be the Levi-Civita connections
associated to 〈, 〉 and e2ρ〈, 〉, respectively. Then, for all X,Y ∈ X (Q) we have:

∇̃XY = ∇XY + dρ(X)Y + dρ(Y )X − 〈X,Y 〉gradρ (5.12)

Proof: By the definition of ∇̃ and making�,�= e2ρ〈, 〉, formula (5.19) gives

2� ∇̃XY,Z �= Y � X,Z � +X � Z, Y � −Z � X,Y �
−� [Y,Z], X � −� [X,Z], Y � −� [Y,X], Z � .

On the other hand we have

Y � X,Z � = Y (e2ρ〈X,Z〉) = e2ρY 〈X,Z〉+ 〈X,Z〉Y (e2ρ) =
= e2ρ[Y 〈X,Z〉+ 〈X,Z〉Y (2ρ)],

so,

2� ∇̃XY,Z � = e2ρ{Y 〈X,Z〉+ 〈X,Z〉Y (2ρ) + X〈Z, Y 〉+
+ 〈Z, Y 〉X(2ρ)− Z〈X,Y 〉 − 〈X,Y 〉Z(2ρ)
− 〈[Y,Z], X〉 − 〈[X,Z], Y 〉 − 〈[Y,X], Z〉}.

From (3.19) one obtains

2� ∇̃XY,Z � = 2e2ρ < ∇XY,Z > +e2ρ{〈X,Z〉Y (2ρ)
+ 〈Z, Y 〉X(2ρ)− 〈X,Y 〉Z(2ρ)}
= 2� ∇XY,Z � +� X,Z � Y (2ρ)
+� Z, Y � X(2ρ)− � X,Y � Z(2ρ).

Since Y (2ρ) = 2Y (ρ) = 2dρ(Y ) we have

� ∇̃XY,Z � =� ∇XY,Z � +� X,Z � dρ(Y )
+� Z, Y � dρ(X)− � X,Y � dρ(Z).
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The definition of grad ρ gives

dρ(Z) = 〈grad ρ, Z〉

for all Z, thus

〈∇̃XY,Z〉 = 〈∇XY,Z〉+ 〈X,Z〉dρ(Y ) + 〈Z, Y 〉dρ(X)
− 〈X,Y 〉〈grad ρ, Z〉 for all Z.

So, one obtains (5.12).

Proof: (of 5.2.1) One defines ρ : Qh → R by the equality e2ρ = 2(h− U) so
e2ρdρ = −dU and then

e2ρgrad ρ = −grad U with respect to 〈, 〉, (5.13)

that is
2(h− U)dρ = −dU. (5.14)

Let γ = γ(t) be a motion of (Q, 〈, 〉,−dU) with mechanical energy h and
contained in Qh. By (5.7) we have

∇γ̇ γ̇ = −(grad U)(γ(t)). (5.15)

As
2K(γ̇) = 〈γ̇, γ̇〉 = 2(h− U(γ(t)) = e2ρ(γ(t)),

that implies γ̇(t) �= 0 for all t in the maximal interval of γ.
Using (5.12), (5.15), (5.13) and (5.14) one can write

∇̃γ̇ γ̇ = ∇γ̇ γ̇ + 2dρ(γ̇)γ̇ − 〈γ̇, γ̇〉grad ρ

= −(grad U)(γ(t)) + 2dρ(γ̇)γ̇ − e2ρ(γ(t))grad ρ, so

∇̃γ̇ γ̇ = 2dρ(γ̇)γ̇. (5.16)

Let s and s̃ be the arc lengths in 〈, 〉 and �,� respectively. Call µ(s) =
γ(t(s)) and c(s̃) = µ(s(s̃)). So c(s̃) = γ(t(s(s̃))) and c

′
(s̃) = dc(s̃)

ds̃ =
γ̇(t(s(s̃))) dtds̃ (s(s̃)) = γ̇(t(s(s̃))).dt(s)ds .ds(s̃)ds̃ . But

(
dt(s)
ds

)2 = (
ds(t)
dt

)−2 = 〈γ̇, γ̇〉−1 = e−2ρ(γ(t(s)))

and then
dt(s)
ds

= e−ρ(γ(t(s))). (5.17)

Analogously
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ds(s̃)
ds̃

)2

=
(
ds̃(s)
ds

)−2

=� µ′(s), µ′(s)�−1

=� γ̇(t(s))
dt(s)
ds

, γ̇(t(s))
dt(s)
ds
�−1

=
(
dt(s)
ds

)−2

� γ̇(t(s)), γ̇(t(s))�−1

that gives (
ds(s̃)
ds̃

)
.

(
dt(s)
ds

)
=� γ̇(t(s)), γ̇(t(s))�−1/2

= e−ρ(γ(t(s)))〈γ̇(t(s)), γ̇(t(s))〉−1/2

then (ds(s̃)ds̃ ).(dt(s)ds ) = e−2ρ(γ(t(s))) and

c′(s̃) = γ̇(t(s(s̃))).e−2ρ(γ(t(s))). (5.18)

Now compute ∇̃c′(s̃)c
′(s̃) using (5.18) and obtain

∇̃c′c′ = ∇̃e−2ργ̇

(
e−2ργ̇

)
= e−2ρ∇̃γ̇

(
e−2ργ̇

)
= e−2ρ[e−2ρ∇̃γ̇ γ̇ + d(e−2ρ)(γ̇)]γ̇

= e−4ρ[∇̃γ̇ γ̇ − 2dρ(γ̇)γ̇];

from (5.16) we get ∇̃c′c′ = 0, so c(s̃) = γ(t(s(s̃))) is a geodesic in the
Jacobi metric.

5.3 Mechanical systems as second order vector fields

Let (Q, 〈, 〉,F) be a mechanical system on the Riemannian manifold
(Q, 〈, 〉) and q(t) a motion, that is, a solution of the generalized Newton
law (Dq̇dt ) = µ−1(F(q̇)) .

In local coordinates we have (see (5.3)):

n∑
k=1

q̈k +
∑
ij

Γ kij q̇iq̇j

 ∂

∂qk
=

n∑
k=1

fk(q, q̇)
∂

∂qk

where the fk(q, q̇) are the components of µ−1(F(q̇)), that is, the Newton law
is locally equivalent to the 2nd order system of ordinary differential equations:

q̈k = −
∑
i,j

Γ kij q̇iq̇j + fk(q, q̇), k = 1, . . . , n,

or, to the first order system of ordinary differential equations:
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q̇k = vk
v̇k = −

∑
i,j Γ

k
ij(q)vivj + fk(q, q̇),

(5.19)

k = 1, . . . , n.
Using (5.6) we also have

d

dt

∂K

∂q̇j
− ∂K

∂qj
=

n∑
k=1

gjkfk(q, q̇), j = 1, . . . , n (5.20)

which are called the Lagrange equations for the system (the free external
forces case can be seen in Appendix A taking K as the Lagrangian function).

This way, in natural coordinates (q, q̇) = (q, v) of TQ we have, well de-
fined, the vector-field

E : (q, v) �−→ ((q, v), (q̇, v̇))

where the (q̇, v̇) are given by (5.19). The map above is a vector field E on
TQ,

E : vp ∈ TQ �−→ E(vp) ∈ T (TQ).

The tangent space TQ is called the phase space and the vector field E
defined on TQ is said to be a second order vector field because the first
equation (see (5.19)) is q̇ = v. This is equivalent to say that any trajectory of
E = E(vp) is the derivative of its projection on Q. In the special case where
F = 0, the vector field E reduces to the geodesic flow S of 〈, 〉, (see (4.21)),
given locally by

S : (q, v) �−→ ((q, v), (v, γ))

where γ = (γ1, . . . , γk) is given by γk = −
∑
i,j Γ

k
ijvivj .

In order to write an explicit expression for E = E(vp), let us introduce
the concept of vertical lifting operator . It is an operator denoted by Cvp

associated to an element vp ∈ TpQ. Cvp is a map

Cvp
: TpQ −→ Tvp(TQ)

defined by

Cvp(wp) =
d

ds
(vp + swp) |s=0 . (5.21)

Cvp
takes wp ∈ TpQ into a tangent vector of T (TQ) at the point vp ∈ TQ.

This tangent vector Cvp(wp) is vertical, that is, is tangent at the point vp
to the fiber TpQ since the curve s �→ vp + swp passes through vp at s = 0
and has values on TpQ for all s. In local coordinates, if vp = (qi, vi) and
wp = (qi, wi), we have

Cvp
: (qi, wi) �−→ ((qi, vi), (0, wi))

because the curve vp + swp is given, in local coordinates by vp + swp =
(qi, vi + swi) and its tangent vector at s = 0 is written as ((qi, vi), (0, wi)).
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The map Cvp is linear and injective so is an isomorphism of TpQ onto its
image

Cvp(TpQ) = Tvp(τ−1(p)).

So, the vector field E = E(vp) is given, in local coordinates, by the expression

E(vp) = E((qi, vi)) = ((qi, vi), (vi, γi + fi))

where γi = −
∑
r,s Γ

i
rsvrvs and the (fi) are defined by

µ−1(F(vp)) =
n∑
i=1

fi
∂

∂qi
(p).

Then
E(vp) = ((qi, vi), (vi, γi)) + ((qi, vi), (0, fi)), or

E(vp) = S(vp) + Cvp(µ−1(F(vp))). (5.22)

Proposition 5.3.1. The second order vector field E = E(vp) defined on
TQ and associated to the generalized Newton law of the mechanical system
(Q, 〈, 〉,F) is given by the expression (5.22) where S = S(vp) is the geodesic
flow of 〈, 〉. The trajectories of E are the derivatives of the motions satisfying
µ(Dq̇dt ) = F(q̇). When F(vp) = −dU(p), and h is a regular value of Em, the
manifold E−1

m (h) is invariant under the flow of the vector field E = E(vp).

5.4 Mechanical systems with holonomic constraints

Let F : TQ → T ∗Q be a C1-field of external forces acting on a Riemannian
manifold (Q, 〈, 〉).

A holonomic constraint is a submanifold N ⊂ Q such that dim N <
dim Q. A C2-curve q : I ⊂ R → Q is said to be compatible with N if
q(t) ∈ N for all t ∈ I. In order to obtain motions compatible with N we
have to introduce a field of reactive forces R : TN −→ T ∗Q depending
on Q, 〈, 〉, N and F only, and to consider the generalized Newton law

µ(
Dq̇

dt
) = (F +R)(q̇). (5.23)

The constraint N is said to be perfect (with respect to reactive forces)
or to satisfy d’Alembert principle if, for a given F , the field of reactive
forces R is such that µ−1R(vq) is orthogonal to TqN for all vq ∈ TN . Here
orthogonality is understood with respect to 〈, 〉, µ is the mass operator and ∇
is the Levi-Civita connection associated to the Riemannian structure (Q, 〈, 〉).
Using the decomposition vq = vq

T + vq
⊥ for all q ∈ N and vq ∈ TqQ, that is

TqQ = TqN ⊕ (TqN)⊥, q ∈ N,
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one obtains from (5.23), assuming q̇ �= 0, the following relations:

(∇q̇ q̇)T − [µ−1(F(q̇))]T = 0 (5.24)

µ−1(R)(q̇) = (∇q̇ q̇)⊥ − [µ−1(F(q̇))]⊥. (5.25)

Denoting by D the Levi-Civita connection associated to the Riemannian
metric �,� induced by 〈, 〉 on N , Exercise 5.4.1 shows that if N is per-
fect, the C2 solution curves compatible with N are precisely the motions of
the mechanical system (without constraints) (N,�,�,FN ) where FN (vq) =
µN [(µ−1F(vq))T ], vq ∈ TqN , µN being the mass operator of (N,�,�).

In fact, since Dq̇ q̇ = (∇q̇ q̇)T (by Exercise 5.4.1) one obtains from (5.24)
that

µN (Dq̇ q̇) = FN (q̇) = µN ([µ−1F(q̇)]T ) (5.26)

which is the generalized Newton law corresponding to (N,�,�,FN ).
Also, from (5.25) we see that

µ−1(R)(q̇) = ∇q̇ q̇ − (∇q̇ q̇)T − [µ−1F(q̇)]⊥,

that is,
µ−1(R)(q̇) = ∇q̇ q̇ −Dq̇ q̇ − [µ−1F(q̇)]⊥. (5.27)

If X,Y are local vector fields on N and X̄, Ȳ be local extensions to Q, we
have

B(X,Y ) = ∇X̄ Ȳ −DXY (5.28)

where B is bilinear and symmetric with B(X,Y )(q) depending only on X(q)
and Y (q); B is called the second fundamental form of the embedding
i : N → Q (see [17]) So, from (5.27) and (5.28) we can write µ−1(R)(q̇) =
B(q̇, q̇)− [µ−1F(q̇)]⊥, suggesting that

R(vq) = µ[B(vq, vq)− [µ−1F(vq)]⊥] ∈ T ∗
qQ (5.29)

for all q ∈ N and vq ∈ TqN . The last expression gives the way to compute
the reactive force introduced in (5.23) when the constraint is perfect.

Using (5.6) for µN (Dq̇ q̇) with q̇ �= 0, in local coordinates of N , and also
(5.26), we obtain the so-called Lagrange equations for obtaining the mo-
tions compatible with the perfect constraints without computing the reaction
force of the constraints.

Exercise 5.4.1. Let N be a submanifold of a Riemannian manifold (Q, 〈, 〉)
with Levi-Civita connection ∇. For any pair of vector fields X,Y on N we
define DXY as the vector field on N that at the point p ∈ N is equal to
(DXY )(p) = [(∇X̄ Ȳ )(p)]T where X̄, Ȳ are local vector fields that extend X
and Y in a neighborhood of p ∈ Q, respectively, [(∇X̄ Ȳ )(p)]T being the or-
thogonal projection of (∇X̄ Ȳ )(p) onto TpN , under 〈, 〉. Show that (DXY )(p)
does not depend on the chosen extensions and that
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D : X (N)×X (N)→ X (N)

has the properties of an affine connection. Verify also that D is symmetric
and compatible with the pseudo-Riemannian metric �,� induced by 〈, 〉 on
N . So, D is the Levi-Civita connection associated to the pseudo-Riemannian
manifold (N,�,�).

5.5 Some classical examples

The study of a system of particles with or without constraints starts, in
classical analytical mechanics, with the consideration of a manifold of config-
urations Q endowed, in general, with two metrics, (, ) and 〈, 〉; the first one
is called the spatial metric and the second is the one corresponding to the
kinetic energy that defines the mass operator µ : TQ → T ∗Q. With the two
metrics one introduces the tensor of inertia I : X (Q)→ X (Q) characterized
by the relation

(I(X), Z) = 〈X,Z〉 (5.30)

for all X,Z ∈ X (Q). It is clear that:

i) I is non degenerate with respect to (, ) so I−1 exists.
ii) I is symmetric with respect to (, ), since:

(I(X), Z) = 〈X,Z〉 = 〈Z,X〉 = (I(Z), X) = (X, I(Z)).

iii) I is symmetric with respect to 〈, 〉. In fact,

(I(I(X)), Z) = 〈I(X), Z〉 and

(I(I(X)), Z) = (I(X), I(Z)) = (I(I(Z)), X) = 〈I(Z), X〉
iv) I−1 is symmetric with respect to 〈, 〉 and (, ):

〈I−1(X), Z〉 = (X,Z) = (X, I(I−1(Z))) = (I(I−1(Z)), X) = 〈I−1(Z), X〉

and

(I−1(X), Z) = (I−1(X), I(I−1(Z))) = 〈I−1(X), I−1(Z)〉
= (I(I−1(X)), I−1(Z)) = (X, I−1(Z)).

v) Assume (, ) and 〈, 〉 are positive definite. Then I and I−1 are positive
definite with respect to the metrics:

(I(X), X) = 〈X,X〉;

〈I(X), X〉 = 〈I(X), I−1(I(X))〉 = (I(X), I(X));

〈I−1(X), X〉 = (X,X);

(I−1(X), X) = (I−1(X), I(I−1(X))) = 〈I−1(X), I−1(X)〉.
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In the applications, the usual forces are given by a map F : TQ → TQ
which is fiber preserving, that is, F (TpQ) ⊂ TpQ for all p ∈ Q; the notion of
work is introduced using the spatial metric. So, the work of F (vp) along wp
is defined as (F (vp), wp). To obtain the external field of forces F : TQ→ T ∗Q
from F we write

F def
= µI−1F (5.31)

and, then, the generalized Newton law can be written under one of the two
equivalent forms:

Dq̇

dt
= I−1F (q̇) or I(

Dq̇

dt
) = F (q̇)

(In (5.31), as in the last formulae, I is considered as a fiber preserving map
I : TQ −→ TQ.)

Example 5.5.1. The system of n mass points
Let k be a three dimensional oriented Euclidean vector space also con-

sidered as affine space associated to itself. A pair (qi,mi) such that qi ∈ k
and mi > 0 is said to be a mass point and mi is the mass of point qi, i =
1, . . . , n. To give n mass points is to consider q = (q1, . . . , qn) ∈ kn and
(m1, . . . ,mn) ∈ R+

n.
Assume that at each point qi ∈ k acts an external force fi

ext =
fi
ext(q, q̇) ∈ k and (n − 1) internal forces fij ∈ k, j ∈ {1, . . . , n}\{i},

due to the action of qj on qi. The laws, in classical mechanics, determining
the motions qi(t) of the mass points (qi,mi) are the following:

I - Newton laws:

miq̈i = fi
def
= (fiext +

n∑
j=1
j 
=i

fij), i = 1, . . . , n.

II - Principle of action and reaction:
fij and (qi − qj) are linearly dependent and fij = −fji.
The two laws above imply the following:
(a)

∑n
i=1 miq̈i =

∑n
i=1 fi

ext

(b)
∑n
i=1 miq̈i × (qi − c) =

∑n
i=1 fi

ext × (qi − c) for any c ∈ k.
(here × means the usual vector product in k).

In fact, case (a) is trivial. Using Newton’s law one proves case (b) under
the hypothesis c = 0, provided that

∑
i,j fij×qi = 0; but since fij×(qi−qj) =

0, we have∑
i,j

fij × qi =
∑
i,j

fij × qj = −
∑
i,j

fji × qj = −
∑
i,j

fij × qi = 0.

The case (b) for arbitrary c ∈ k follows from case (a) and from case (b)
with c = 0.
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Fig. 5.1. System of n = 3 mass points.

The kinetic energy of a motion is K = 1
2

∑n
i=1 mi(q̇i, q̇i) where (, ) is

the inner product of k. The manifold Q = kn is the configuration space that
can be endowed with two Riemannian metrics: (u, v) = (u1, v1)+. . .+(un, vn),
the spatial metric, and 〈u, v〉 = m1(u1, v1) + . . . + mn(un, vn), the metric
corresponding to the kinetic energy, where the masses appear.

The Levi-Civita connection ∇ associated to 〈, 〉 has the gij as constant
functions, so the Christoffel symbols are all zero (see 3.2.6) and then

Dq̇

dt
= q̈ = (q̈1, . . . , q̈n).

The mass operator µ : Tkn → T ∗kn is defined by µ(wx)(.) = 〈wx, .〉 for
all wx ∈ Txk

n ∼= kn. If the usual forces are given by F : Tkn → Tkn with
F = (f1, . . . , fn), one defines F : Tkn → T ∗kn, the field of external forces,
using the formula F = µI−1F where I is given by (5.30). Then one can write:

F(vx)ux = (µI−1F )(vx)ux = 〈I−1F (vx), ux〉
= (I ◦ I−1F (vx), ux) = (F (vx), ux),

so,

F(vx)ux =
n∑
i=1

(fi(vx), uxi), where ux = (ux1, . . . , ux
n). (5.32)
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Then F(vx)ux is the total work of the external forces fi(vx) along ux
i.

From the generalized Newton law (5.7) we have

F(q̇)ux = µ(
Dq̇

dt
)ux = µ(q̈)ux = 〈q̈, ux〉 =

n∑
i=1

(miq̈i, ux
i)

and (5.32) implies F(q̇)ux =
∑n
i=1(fi(q, q̇), ux

i); so, since ux is arbitrary in
kn one obtains the classical Newton’s law:

miq̈i = fi(q, q̇), i = 1, . . . , n,

and conversely.

θ

ϕ

0

l

l

(q   , m   )1 1

1

(q   , m   )2 2

2

Fig. 5.2. Planar double pendulum.

Example 5.5.2. - The planar double pendulum One may consider two
mass points (q1,m1) and (q2,m2), qi ∈ R

2, i = 1, 2, in the configuration
space Q = R

2 × R
2 = R

4 and a holonomic constraint N defined by the
conditions:

| q1 − 0 |2 = �1
2 (5.33)

| q2 − q1 |2 = �2
2, (5.34)

where 0 ∈ R
2 is the origin. If a, b ∈ R

2, a.b denotes the usual inner product
of R

2. Let u = (u1, u2) and v = (v1, v2) vectors in R
4, that is, ui, vi,∈ R

2, i =
1, 2.

The spatial metric in R
4 is given by

(u, v) = u1.v1 + u2.v2,

and
〈u, v〉 = m1u1.v1 + m2u2.v2
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is the metric corresponding to the kinetic energy

K(q̇) =
1
2
[m1q̇1.q̇1 + m2q̇2.q̇2], q̇ = (q̇1, q̇2) ∈ R

4.

The Levi-Civita connection ∇ associated to the metric 〈, 〉 gives the acceler-
ation of q(t) = (q1(t), q2(t)) ∈ R

4 with Christoffel symbols equal to zero:

Dq̇

dt
= q̈ = (q̈1, q̈2). (5.35)

The usual external forces acting on q1 and q2 are

F1 = (0,m1g) and F2 = (0,m2g),

respectively. As in the previous 5.5.1, one defines the field of external forces

F : T (R2 × R
2)→ T ∗(R2 × R

2)

using the total work of the physical external forces:

F(q̇)(u1, u2) = (F1(q̇), u1) + (F2(q̇), u2) (5.36)

where Fi(q̇) = Fi = (0,mig), i = 1, 2.
Assuming that the submanifold N defined by (5.33) and (5.34) is a perfect

constraint, that is, satisfies the d’Alembert principle, we have by (5.23) that
for any C2 curve compatible with N ,

R(q̇) = µ(
Dq̇

dt
)−F(q̇), R(q̇) ∈ T ∗

q(t)Q,

is such that the vector µ−1(R(q̇)) is, at the point q(t) ∈ N , orthogonal to
Tq(t)N with respect to the metric 〈, 〉, for all t; that is,

〈µ−1R(q̇), (v1, v2)〉 = 0 (5.37)

for all (v1, v2) ∈ Tq(t)N . But (v1, v2) ∈ Tq(t)N means that v1 and v2 in R
2

have to satisfy:

v1.(q1 − 0) = 0 (5.38)
(v2 − v1).(q2 − q1) = 0 (5.39)

where (5.38) and (5.39) were obtained by differentiation, with respect to time,
of (5.33) and (5.34), respectively. If one denotes

Iµ−1R(q̇)
def
= (R1(q̇), R2(q̇)), (5.40)

condition (5.37) and the definitions (5.30) and (5.40) give

0 = 〈µ−1R(q̇), (v1, v2)〉 = (Iµ−1R(q̇), (v1, v2))
= ((R1(q̇), R2(q̇)), (v1, v2)) = (R1(q̇)).v1 + (R2(q̇)).v2
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so, R1(q̇) and R2(q̇) defined in (5.40) satisfy

(R1(q̇)).v1 + (R2(q̇)).v2 = 0 (5.41)

for all v1, v2 in R
2 that verify (5.38) and (5.39).

From (5.35), and the definition of µ we obtain

µ(
Dq̇

dt
)(u1, u2) = 〈Dq̇

dt
, (u1, u2)〉 = 〈(q̈1, q̈2), (u1, u2)〉

= m1q̈1.u1 + m2q̈2.u2. (5.42)

From (5.23), (5.36), (5.40) and (5.42) we have

m1q̈1.u1 + m2q̈2.u2 = (F1(q̇)).u1 + (F2(q̇)).u2 +R(q̇)(u1, u2)
= (F1(q̇)).u1 + (F2(q̇)).u2 + (R1(q̇)).u1 + (R2(q̇)).u2;

in fact,

R(q̇)(u1, u2) = µI−1(R1(q̇), R2(q̇))(u1, u2)
= 〈I−1(R1(q̇), R2(q̇)), (u1, u2)〉
= ((R1(q̇), R2(q̇)), (u1, u2))
= (R1(q̇)).u1 + (R2(q̇)).u2 ,

and then

m1q̈1.u1 + m2q̈iu2 = (F1(q̇) + R1(q̇)).u1 + (F2(q̇) + R2(q̇)).u2 ;

since (u1, u2) ∈ R
2 × R

2 is arbitrary (see (5.24)) we have

m1q̈1 = F1(q̇) + R1(q̇)
m2q̈2 = F2(q̇) + R2(q̇). (5.43)

Equations (5.43) are the classical Newton law for two mass points;
R1(q̇), R2(q̇) are the constraint’s reactions that have to satisfy (5.41) for all
(v1, v2) such that (5.38) and (5.39) hold, that is, ”the virtual work of the
reactive forces is equal to zero (classical d’Alembert principle)”.

One can also show that (5.41) for all (v1, v2), under the hypotheses that
(5.38) and (5.39) hold, is equivalent to

R2(q̇) = ρ(q2 − q1)
R1(q̇) + R2(q̇) = α(q1 − 0), (ρ, α ∈ R).

Let us derive now the Lagrange equations (5.20) corresponding to the
generalized Newton law (5.26) for the planar double pendulum. From (5.36)
the field of external forces is given by
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F(q̇)(u1, u2) = (F1(q̇), u1) + (F2(q̇), u2) = (m1u
y
1 + m2u

y
2)g

provided that u1 = (ux1 , u
y
1) and u2 = (ux2 , u

y
2).

The function U : R
2 × R

2 → R defined by

U(q1, q2) = −m1gy1 −m2gy2,

where q1 = (x1, y1) and q2 = (x2, y2), are such that F(vp) = −dU(p), vp ∈
TpR

4. So, F is a conservative field of forces. The manifold N is a torus
with coordinates (ϕ, θ), so, the potential energy U and the kinetic energy K
restricted to N are Ū and K̄ respectively:

Ū = −m1g�1 cos θ −m2g(�1 cos θ + �2 cosϕ)

K̄ =
1
2
[m1(q̇1, q̇1) + m2(q̇2, q̇2)] =

1
2

2∑
i=1

mi(ẋ2
i + ẏ2

i )

where q̇1 = (ẋ1, ẏ1) and q̇2 = (ẋ2, ẏ2) for x1 = �1 sin θ, y1 = �1 cos θ, x2 =
�1 sin θ + �2 sinϕ, y2 = �1 cos θ + �2 cosϕ. Then ẋ1 = �1θ̇ cos θ, ẏ1 =
−�1θ̇ sin θ, ẋ2 = �1θ̇ cos θ + �2ϕ̇ cosϕ, ẏ2 = −�1θ̇ sin θ − �2ϕ̇ sinϕ and con-
sequently:

∂Ū

∂θ
= (m1 + m2)g�1 sin θ,

∂Ū

∂ϕ
= m2g�2 sinϕ;

∂K̄

∂θ
= m1ẋ1

∂ẋ1

∂θ
+ m1ẏ1

∂ẏ1

∂θ
+ m2ẋ2

∂ẋ2

∂θ
+ m2ẏ2

∂ẏ2

∂θ

= m1�1θ̇ cos θ(−�1θ̇ sin θ) + m1�1θ̇ sin θ(�1θ̇ cos θ)
+ m2(�1θ̇ cos θ + �2ϕ̇ cosϕ)(−�1θ̇ sin θ)
+ m2(�1θ̇ sin θ + �2ϕ̇ sinϕ)�1θ̇ cos θ,

i.e.,
∂K̄

∂θ
= m2�1�2ϕ̇θ̇ sin(ϕ− θ);

∂K̄

∂ϕ
= m2ẋ2

∂ẋ2

∂ϕ
+ m2ẏ2

∂ẏ2

∂ϕ

= m2(�1θ̇ cos θ + �2ϕ̇ cosϕ)(−�2ϕ̇ sinϕ)
+ m2(�1θ̇ sin θ + �2ϕ̇ sinϕ)�2ϕ̇ cosϕ,

i.e.,
∂K̄

∂ϕ
= m2�1�2ϕ̇θ̇ sin(θ − ϕ);
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∂K̄

∂θ̇
= m1�1

2θ̇ cos2 θ + m1�1
2θ̇ sin2 θ + m2(�1θ̇ cos θ + �2ϕ̇ cosϕ)�1 cos θ

+ m2(�1θ̇ sin θ + �ϕ̇ sinϕ)�1 sin θ,

i.e.,
∂K̄

∂θ̇
= m1�1

2θ̇ + m2�
2
1θ̇ + m2�1�2ϕ̇ cos(θ − ϕ);

∂K̄

∂ϕ̇
= m2(�1θ̇ cos θ + �2ϕ̇ cosϕ)�2 cosϕ

+ m2(�1θ̇ sin θ + �2ϕ̇ sinϕ)�2 sinϕ,

i.e.,
∂K̄

∂ϕ̇
= m2�2

2ϕ̇ + m2�1�2θ̇ cos(θ − ϕ).

The two Lagrange’s equations are

d

dt

∂K̄

∂θ̇
− ∂K̄

∂θ
= −∂Ū

∂θ
,

d

dt

∂K̄

∂ϕ̇
− ∂K̄

∂ϕ
= −∂Ū

∂ϕ
,

i.e.

d

dt
[m1�1

2θ̇ + m2�1
2θ̇ + m2�1�2ϕ̇ cos(θ − ϕ)] − m2�1�2ϕ̇θ̇ sin(θ − ϕ)

= −(m1 + m2)g�1 sin θ

d

dt
[m2�2

2ϕ̇ + m2�1�2θ̇ cos(θ − ϕ)] − m2�1�2ϕ̇θ̇ sin(θ − ϕ)

= −m2g�2 sinϕ.

.
These two equations determine a second order system of ordinary differ-

ential equations on the torus of coordinates (θ, ϕ):

(m1 + m2)�21θ̈ + m2�1�2[ϕ̈ cos(θ − ϕ)− ϕ̇(θ̇ − ϕ̇) sin(θ − ϕ)]−
− m2�1�2ϕ̇θ̇ sin(θ − ϕ) +
+ (m1 + m2)g�1 sin θ = 0, (5.44)

m2�
2
2ϕ̈ + m2�1�2[θ̈ cos(θ − ϕ)− θ̇(θ̇ − ϕ̇) sin(θ − ϕ)]−
− m2�1�2ϕ̇θ̇ sin(θ − ϕ) + m2g�2 sinϕ = 0. (5.45)

One can compute θ̈ and ϕ̈ in (5.44) and (5.45) and get a system of two
ordinary differential equations in the normal form; in fact the matrix



78 5 Mechanical systems on Riemannian manifolds (m1 + m2)�21 m2�1�2 cos(θ − ϕ)

m2�1�2 cos(θ − ϕ) m2�
2
2


is positive definite, with determinant equal to

m1m2�
2
1�

2
2 + m2

2�
2
1�

2
2 sin2(θ − ϕ) > 0.

The mechanical energy Em = K̄ + Ū is a first integral of system (5.44),
(5.45) (see 5.1.2) expressed as:

Em =
1
2
(m1 + m2)�21θ̇

2 +
1
2
m2�

2
2ϕ̇

2 + m2�1�2θ̇ϕ̇ cos(θ − ϕ)−

− (m1 + m2)g�1 cos θ −m2g�2 cosϕ.

The critical points are the zero vectors 0p ∈ TpN such that dŪ(p) = 0,
that is, ∂Ū

∂θ (p) = ∂Ū
∂ϕ (p) = 0, or, equivalently, p = (θ, ϕ) such that sin θ =

sinϕ = 0; so, one has 4 critical configurations on the torus N :

p1 = (0, 0), p2 = (0, π), p3 = (−π, 0) and p4 = (π, π).

5.6 The dynamics of rigid bodies

Let K and k be two oriented Euclidean vector spaces also considered as
affine spaces associated to K and k, respectively. Assume that both spaces
have dimension 3 so, each one has well defined the vector product operation
(denoted by ×) corresponding to the inner product (, ).

An isometry M : K → k is a distance preserving map, that is, ‖X−Y ‖ =
‖MX −MY ‖ for all X,Y ∈ K. The induced map M∗ : K → k is defined by:
(0 ∈ K is the zero vector)

M∗X = M(X)−M(0), for all X ∈ K (5.46)

Proposition 5.6.1. Let M∗ be the induced map of an isometry M . Then
one has the following:

1. M∗ is modulus preserving.
2. M∗ preserves inner products and is linear.
3. M∗ is a bijection, so M is an affine (bijective) transformation.
4. The inverse of M is an isometry.
5. If M∗ is orientation preserving then M∗ preserves vector product.

Proof:
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1. ‖M∗X‖ = ‖M(X)−M(0)‖ = ‖X − 0‖ = ‖X‖.
2. One has

(M∗X,M∗Y ) =
1
2
(‖M∗X‖2 + ‖M∗Y ‖2 − ‖M∗X −M∗Y ‖2)

=
1
2
(‖X‖2 + ‖Y ‖2 − ‖X − Y ‖2) = (X,Y ).

So, M∗ preserves inner product. Moreover M∗ is linear: for any α ∈ R

and X ∈ K we have

‖M∗(αX)− αM∗X‖2

= ‖M∗(αX)‖2 + α2‖M∗X‖2 − 2(M∗(αx), αM∗X)
= ‖αX‖2 + α2‖X‖2 − 2α(M∗(αX),M∗X)
= 2α2‖X‖2 − 2α(αX,X) = 0;

and

‖M∗(X − Y )− (M∗X −M∗Y )‖2

= ‖M∗(X − Y )‖2 + ‖M∗X −M∗Y ‖2 − 2(M∗(X − Y ),M∗X −M∗Y )
= ‖X − Y ‖2 + ‖X − Y ‖2 − 2(X − Y,X) + 2(X − Y, Y ) = 0.

3. Since M∗ is linear, it is enough to prove that M∗ is an injection; but if
M∗X = 0 (0 ∈ k is the zero vector) one has ‖M∗X‖ = ‖X‖ = 0, so
X = 0 and M∗ has an inverse (M∗)−1.

4. The map N : k → K defined by

N(x) = (M∗)−1(x−M(0)) for all x ∈ k, (5.47)

is the inverse of M since by (5.46) and (5.47) we have:

M(N(x)) = M(0) + M∗(N(x)) = M(0) + (x−M(0)) = x

But (5.47) gives N(0) = −(M∗)−1(M(0)), so,

N(x) = (M∗)−1x− (M∗)−1(M(0)) = N(0) + (M∗)−1x (5.48)

and N is an isometry with N∗ = (M∗)−1 as induced map. In fact (5.48)
shows that N∗ = (M∗)−1 and (5.47) implies:

‖N(x)−N(y)‖ = ‖(M∗)−1x− (M∗)−1y‖
= ‖M∗(M∗)−1x−M∗(M∗)−1y‖ = ‖x− y‖,

so N preserves distances.

Exercise 5.6.2. Prove property 5. in Proposition 5.6.1.
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An isometry M : K → k is said to be a proper isometry if its induced
map M∗ : K → k is orientation preserving.

A rigid motion of K relative to k is a C2 curve

M : t �−→Mt

where Mt is a proper isometry. If, moreover, Mt(0) = 0 for all t, then M is
said to be a rotation.

Proposition 5.6.3. Any rigid motion M of K relative to k is such that Mt

has a unique decomposition Mt = Tt ◦Rt where Rt = Mt
∗ : K → k defines a

rotation and Tt : k → k is given by Ttx = x+ r(t), that is, Tt is a translation
in k, for each t.

Proof: From (5.46) we have:

Mt(X) = Mt
∗X + Mt(0) = RtX + Mt(0)

= Tt(RtX) = (Tt ◦Rt)X

where Tt(x)
def
= x + r(t) for all x ∈ k, r(t)

def
= Mt(0). If Mt = T̄t ◦ R̄t is

another decomposition such that T̄t(x) = x + r̄(t) for all x ∈ k and R̄t0 = o
then T̄t(R̄tX) = Tt(Mt

∗X) or R̄tX + r̄(t) = M∗
t X + r(t) for all X ∈ K; in

particular for X = 0 one gets r(t) = r̄(t) and consequently R̄t = Mt
∗.

A rigid motion M is said to be translational if in the (unique) decom-
position Mt = Tt ◦Mt

∗, the linear isometry Mt
∗ does not depend on t, that

is, Mt
∗ = Mto

∗ for some to. In that case we have Mt(X) = Mto
∗X + r(t).

We will derive now, the expression that describes the kinematics of a
rigid motion M of a (moving) system K with respect to a (stationary)
system k, that is, for t in some interval I of the real line, Mt : K → k is
the corresponding proper isometry. Let us denote by Q(t) ∈ K a moving C2

radius vector also defined in I and let q(t) = Mt(Q(t)) be the radius vector,
in k, corresponding to the action of Mt on the moving point Q(t). Let us
denote by r(t) ∈ k the vector r(t) = Mt(0).

Taking into account that Mt(X) = Mt
∗X + Mt(0) for all X ∈ K one

obtains:
q(t) = Mt(Q(t)) = M∗

t Q(t) + r(t). (5.49)

By differentiating (5.49) with respect to time one has

q̇(t) = Ṁ∗
t Q(t) + M∗

t Q̇(t) + ṙ(t). (5.50)

Special cases:

a) If the rigid motion M is translational, that is, Mt
∗ = Mto

∗ for all t,
one obtains from (5.50) that
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q̇(t) = Mto
∗Q̇(t) + ṙ(t) (5.51)

and so, the absolute velocity q̇(t) is equal to the sum of the rela-
tive velocity Mto

∗Q̇(t) with the velocity ṙ(t) (of the origin 0) of the
moving system K.

b) If the rigid motion M is a rotation of the moving system K with respect
to the stationary system k, that is, if r(t) = 0 for all t, one obtains from
(5.49):

q(t) = Mt
∗Q(t) and q̇(t) = Ṁt

∗
Q(t) + Mt

∗Q̇(t). (5.52)

If, moreover, Q(t) = ξ = constant, (5.52) shows that

q(t) = Mt
∗ξ for all t (5.53)

and the motion of q(t) is called a transferred rotation of ξ.

Exercise 5.6.4. Assume it is given a skew-symmetric linear operator A :
V → V acting on an oriented 3-dimensional Euclidean vector space V . Prove
that there exists a unique vector ω ∈ V such that Ay = ω × y for all y ∈ V ,
and also that ω = 0 if and only if A = 0. We use to denote simply A = ω×.

Let us consider the induced linear map Mt
∗ associated to a rigid motion

M : t→ Mt of K with respect to k. One can construct two linear operators
(with C1 dependence on time):

Ṁ∗
t (Mt

∗)−1 : k → k and (Mt
∗)−1Ṁ∗

t : K → K.

From Proposition 5.6.1 (2. and 3.) Mt
∗ is a linear isometry:

(M∗
t X,M∗

t Y ) = (X,Y ), for all X,Y ∈ K. (5.54)

By differentiating (5.54) with respect to time we obtain

(Ṁ∗
t X,Mt

∗Y ) + (Mt
∗X, Ṁ∗

t Y ) = 0, for all X,Y ∈ K. (5.55)

Since (Mt
∗)−1 is also a linear isometry one gets from (5.55) that

((M∗
t )−1Ṁ∗

t X,Y ) + (X, (M∗
t )−1Ṁ∗

t Y )) = 0, for all X,Y ∈ K (5.56)

and also

(Ṁ∗
t (Mt

∗)−1x, y) + (x, Ṁ∗
t (Mt

∗)−1y) = 0 for all x, y ∈ k, (5.57)

where x = M∗
t X and y = Mt

∗Y are arbitrary in k. Then (5.56) and (5.57)
show that (M∗

t )−1Ṁ∗
t and Ṁ∗

t (M∗
t )−1 are skew-symmetric linear operators

acting on K and k, respectively. Using the result of Exercise 5.6.4 above one
can state the following:



82 5 Mechanical systems on Riemannian manifolds

Proposition 5.6.5. Let M : t → Mt be a rigid motion of K with respect
to k and Mt

∗ its induced linear isometry. Then there exist unique vectors
Ω(t) ∈ K and ω(t) ∈ k such that (Mt

∗)−1Ṁ∗
t = Ω(t)× and Ṁ∗

t (Mt
∗)−1 =

ω(t)×. Moreover ω(t) = Mt
∗Ω(t).

Proof: We only need to prove that ω(t) = Mt
∗Ω(t). But from the definition

of Ω(t) we know that

(Mt
∗)−1Ṁ∗

t Y = Ω(t)× Y for all Y ∈ K;

so, making Y = (Mt
∗)−1y, one obtains

(Mt
∗)−1Ṁ∗

t (Mt
∗)−1y = Ω(t)× (Mt

∗)−1y,

and then
Ṁ∗
t (Mt)−1y = Mt

∗[Ω(t)× (Mt
∗)−1y].

The last expression and Proposition 5.6.1 (5.) show that

Ṁ∗
t Mt

−1y = [Mt
∗Ω(t)]× y for all y ∈ k,

thus the definition and the uniqueness of ω(t) enable us to conclude the
result.

We will now give the interpretation of ω(t) and Ω(t) when we are dealing
with the special cases considered above. We start with a rotation M (r(t) = 0
for all t) such that Q(t) = ξ = constant, that is, the motion of q(t) is a
transferred rotation of ξ ∈ K. We have the following result:

Proposition 5.6.6. If q(t) is a transferred rotation of ξ, to each time t for
which Ṁ∗

t �= 0 there corresponds an axis of rotation, that is, a line in k
through the origin whose points have zero velocity at that time. Each point
out of the axis of rotation has velocity orthogonal to the axis with the modulus
proportional to the distance from the point to the mentioned axis; if, other-
wise, we have Ṁ∗

t = 0, then all the points in k have zero velocity at this time
t.

Proof: By (5.53) we have
q̇(t) = Ṁ∗

t ξ. (5.58)

If Ṁ∗
t = 0, (5.58) shows that q̇(t) = 0. Assume otherwise Ṁ∗

t �= 0; in this
last case (5.53) and (5.58) imply that

q̇(t) = Ṁ∗
t (Mt

∗)−1q(t). (5.59)

One sees that the skew-symmetric linear operator Ṁ∗
t (Mt

∗)−1 : k → k
is non zero: in fact Ṁ∗

t (Mt
∗)−1 = 0 implies Ṁ∗

t = 0 (contradiction). From
Proposition 5.6.5 there exists a unique non zero vector ω(t) ∈ k such that
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Ṁ∗
t (Mt

∗)−1 = ω(t)×; (5.60)

then equations (5.59) and (5.60) imply that

q̇(t) = ω(t)× q(t). (5.61)

The instantaneous axis of rotation at the time t is the line in k
through the origin and direction ρω(t), ρ ∈ R, and (5.61) shows that |q̇(t)| =
|ω(t)| |q(t)| sin θ where |q(t)| sin θ is the distance from q(t) to the axis of
rotation .

Another case to be considered is a general rotation (r(t) = 0 for all t); so
equations (5.52) imply

q̇(t) = Ṁ∗
t (Mt

∗)−1q(t) + Mt
∗Q̇(t) (5.62)

and using Proposition 5.6.5 there exists a unique ω(t) ∈ k so that equation
(5.62) can be written

q̇(t) = ω(t)× q(t) + M∗
t Q̇(t). (5.63)

So, for a rotation M , the absolute velocity q̇(t) is equal to the sum of
the relative velocity Mt

∗Q̇(t) and the transferred velocity of rotation
ω(t)× q(t).

The dynamics of mass points in a non-inertial frame can be studied
by assuming that k is an inertial and that K is a non-inertial coordinate
system subjected to a rigid motion M : t → Mt. From (5.50) we know that
q̇(t) = Ṁ∗

t Q(t) + Mt
∗Q̇(t) + ṙ(t). Let us suppose also that the motion of the

point q ∈ k with mass m > 0 satisfies the Newton’s equation

mq̈ = f(q, q̇); (5.64)

so we have:

f(q, q̇) = mq̈ = m[M̈∗
t Q(t) + 2Ṁ∗

t Q̇(t) + Mt
∗Q̈(t) + r̈(t)]. (5.65)

The special case in which M is translational (M∗
t = M∗

to = constant)
implies that

mM∗
toQ̈(t) = m(q̈ − r̈) = f(q, q̇)−mr̈(t)

or
mQ̈(t) = (Mto

∗)−1f(q, q̇)− (Mto
∗)−1mr̈(t).

The case in which M is a rotation (r(t) = 0 for all t) gives from (5.65):

mQ̈(t) = (Mt
∗)−1[f(q, q̇)−mM̈∗

t Q(t)− 2mṀ∗
t Q̇(t)],

so

mQ̈(t) = (Mt
∗)−1f(q, q̇)− 2mΩ(t)× Q̇(t)−m(Mt

∗)−1M̈∗
t Q(t). (5.66)
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From the definition of Ω(t) we have

(Mt
∗)−1Ṁ∗

t Y = Ω(t)× Y or

Ṁ∗
t Y = Mt

∗(Ω(t)× Y ) for all Y ∈ K; (5.67)

The derivative of (5.67) gives

M̈∗
t Y = Ṁ∗

t (Ω(t)× Y ) + Mt
∗(Ω̇(t)× Y )

and so,
(Mt

∗)−1M̈∗
t Y = Ω(t)× (Ω(t)× Y ) + Ω̇(t)× Y

for all Y ∈ K and, in particular, for Y = Q(t), that is,

(Mt
∗)−1M̈∗

t Q(t) = Ω(t)× (Ω(t)×Q(t)) + Ω̇(t)×Q(t)

and this last equality can be introduced in (5.66) giving, after setting
(Mt

∗)−1f(q, q̇) = F (t, q, q̇) :

mQ̈(t) =−mΩ(t)× (Ω(t)×Q(t))− 2mΩ(t)× Q̇(t)

−mΩ̇(t)×Q(t) + F (t, q, q̇)

where one calls
F1 = −mΩ̇(t)×Q(t): the inertial force of rotation,
F2 = −2mΩ(t)× Q̇(t): the Coriolis force,
F3 = −mΩ(t)× (Ω(t)×Q(t)): the centrifugal force.

Ω x Q

Ω x Q(           )−m Ω xF   =3

Ω

0

Q

Fig. 5.3. Centrifugal force.

Thus one can state the following:

Proposition 5.6.7. The motion in a (non inertial) rotating coordinate sys-
tem takes place as if three additional inertial forces (the inertial force of
rotation F1, the Coriolis force F2 and the centrifugal force F3) together with
the external force F (t, q, q̇) = (Mt

∗)−1f(q, q̇) acted on every moving point
Q(t) of mass m.
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For the purposes of giving a mathematical definition of a rigid body, we
start by saying that a body is a bounded borelian set S ⊂ K, and a rigid
body S ⊂ K is a bounded connected Borel set S ⊂ K such that during the
action of any rigid motion M : t �→ Mt of K relative to k, the points ξ ∈ S
do not move, that is

Q(t, ξ) = ξ for any t and any ξ ∈ S. (5.68)

The distribution of the masses on S will be considered in the sequel.
Without loss of generality one assumes, from now on, that the origin O of K
belongs to S.

A rigid motion M of K relative to k induces, by restriction, a motion of
S relative to k, and, when S is a rigid body, we have from (5.49) and (5.68):

q(t, ξ) = Mt(Q(t, ξ)) = Mt(ξ) = Mt
∗ξ + r(t) (5.69)

for any t and any ξ ∈ S.
If a rigid motion is a rotation (r(t) ≡ 0), its action on the rigid body S is

given, from (5.69), by the equation

q(t, ξ) = Mt
∗ξ, for all ξ ∈ S, (5.70)

that is, by a transferred rotation of each ξ ∈ S; so, a rotation acting on a
rigid body S is said to be a motion of S with a fixed point, the origin
0 ∈ K, since r(t) = Mt(0) = 0. At each instant t, either the image Mt(S)
of S has an instantaneous axis of rotation passing through 0 ∈ k, the points
q(t, ξ) ∈Mt(S) with velocities ω(t)× q(t, ξ), or all the points of Mt(S) have
zero velocity, according what states Proposition 5.6.6 above.

If M is translational (Mt
∗ = Mto

∗ for all t), its action on a rigid body S
is given, from (5.69) by the equation

q(t, ξ) = Mto
∗ξ + r(t) = Mto

∗ξ + Mt(0)

so, q̇(t, ξ) = ṙ(t), that is, the velocity of any point of Mt(S) is equal to the
velocity ṙ(t) of Mt(0).

We will introduce now the notions of mass, center of mass, kinetic
energy and kinetic or angular momentum of a rigid body S.

A distribution of mass on a rigid body S is defined through a positive
scalar measure m on K; the following hypothesis is often used:

m(U) > 0 for all nonempty open subset U of S. (5.71)

(Here we are considering the induced topology; in particular m(S) > 0 if
S �= ∅).

The center of mass of S corresponding to a distribution of mass m is
the point G ∈ K given by
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G =
1

m(S)

∫
S

ξdm(ξ) (5.72)

where m(S) is the total mass of the rigid body S which is a positive number
(see the fundamental hypothesis).

Under the action of a rigid motion t → Mt, the center of mass describes
a curve in k given by:

g(t)
def
= Mt(G) =

1
m(S)

∫
S

Mtξdm(ξ) =
1

m(S)

∫
S

q(t, ξ)dm(ξ) (5.73)

Proposition 5.6.8. The velocity q̇(t, ξ) of a point ξ of a given rigid body S
under the action of a rigid motion t→Mt is given by

q̇(t, ξ) = ġ(t) + ω(t)× [q(t, ξ)− g(t)]

where ω(t)× = Ṁ∗
t (Mt

∗)−1.

Proof: By (5.68) and (5.69) we have for all ξ ∈ K:

q(t, ξ) = Mt
∗ξ + r(t) and ξ = (Mt

∗)−1[q(t, ξ)− r(t)];

so, by derivative one obtains:

q̇(t, ξ) = Ṁ∗
t ξ + ṙ(t) = Ṁ∗

t (Mt
∗)−1[q(t, ξ)− r(t)] + ṙ(t) or

q̇(t, ξ) = ω(t)× [q(t, ξ)− r(t)] + ṙ(t), for all ξ ∈ K. (5.74)

Choosing ξ = G we get

ġ(t) = ω(t)× [g(t)− r(t)] + ṙ(t); (5.75)

then (5.74) and (5.75) prove the result.

The kinetic energy of the motion of a rigid body S at a certain time t
is, by definition,

Kc(t) =
1
2

∫
S

| q̇(t, ξ) |2 dm(ξ) (5.76)

The vectors ω(t) and Ω(t) = (M∗
t )−1ω(t) characterized by the equalities

Ṁ∗
t (M∗

t )−1 = ω(t)× and (M∗
t )−1Ṁ∗

t = Ω(t)× are called the instantaneous
angular velocities relative to k and K, respectively.

The angular momentum relative to k of the motion of S at a certain
time t is the vector

p(t) =
∫
S

[q(t, ξ)× q̇(t, ξ)]dm(ξ) (5.77)

and the angular momentum relative to the body is
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P (t) = (Mt
∗)−1p(t) (5.78)

Special case: rigid body with a fixed point.
In this case r(t) = 0 for all t and then:

q(t, ξ) = M∗
t ξ, q̇(t, ξ) = ω(t)× q(t, ξ);

Kc(t) =
1
2

∫
S

| ω(t)× q(t, ξ)|2dm(ξ) =
1
2

∫
S

|Ω(t)× ξ|2dm(ξ)

p(t) =
∫
S

[M∗
t ξ × (ω(t)×M∗

t ξ)]dm(ξ);

P (t) =
∫
S

[ξ × (Ω(t)× ξ)]dm(ξ). (5.79)

The last expression (5.79) suggests how to give a definition for the inertia
operator of a rigid body S:

A : X ∈ K �−→ [
∫
S

ξ × (X × ξ)dm(ξ)] ∈ K. (5.80)

Proposition 5.6.9. The inertia operator A of a rigid body S ⊂ K is sym-
metric and positive with respect to the inner product of K. If, moreover, S
has at least two points whose radii vectors are linearly independent and the
distribution of mass satisfies (5.71), then A is positive definite.

Proof:

(AX,Y ) = (Y,
∫
S

ξ × (X × ξ)dm(ξ)) =
∫
S

(Y, ξ × (X × ξ))dm(ξ)

and then
(AX,Y ) =

∫
S

(X × ξ, Y × ξ)dm(ξ) = (X,AY ), (5.81)

so A is symmetric. Assume now that (AY, Y ) =
∫
S
|Y × ξ|2dm(ξ) = 0. This

implies that the set E = {ξ ∈ S||Y × ξ| �= 0} has measure m(E) = 0.
On the other hand, if there exist a, b ∈ S linearly independent then there
exist neighborhoods Ua, Ub in K of a and b, such that v1, v2 are linearly
independent for all v1 ∈ Ua and v2 ∈ Ub. From the hypothesis on the measure
m we have m(Ua ∩S) > 0 and m(Ub ∩S) > 0; so, there exist u ∈ Ua ∩S and
v ∈ Ub ∩ S such that u, v /∈ E, that is, |Y × u| = |Y × v| = 0; since u and v
are linearly independent, Y = 0, that is, A is positive definite.

If we come back to the special case of the motion of a rigid body S with
a fixed point O ∈ K, we have from (5.79):
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P (t) = AΩ(t)

Kc(t) =
1
2
(AΩ(t), Ω(t)). (5.82)

In fact,

Kc(t) =
1
2

∫
S

|Ω(t)× ξ|2dm(ξ) =
1
2

∫
S

(Ω(t), ξ × (Ω(t)× ξ))dm(ξ)

=
1
2
(Ω(t),

∫
S

ξ × (Ω(t)× ξ)dm(ξ))

=
1
2
(Ω(t), AΩ(t)).

Another remark on the inertia operator A is the following: since A is
linear and symmetric, there exists an orthonormal basis (E1, E2, E3) in K
where Ei is an eigenvector of a (real) eigenvalue Ii of A; since A is positive,
Ii ≥ 0, i = 1, 2, 3. If Ω(t) = Ω1(t)E1 + Ω2(t)E2 + Ω3(t)E3 we have

Kc(t) =
1
2
(I1Ω1

2(t) + I2Ω2
2(t) + I3Ω3

2(t)).

Since AEi = IiEi, i = 1, 2, 3, and because we had assumed, without loss
of generality, that the fixed point 0 belongs to S, the three lines: 0+λEi, λ ∈
R, i = 1, 2, 3, are mutually orthogonal, and are called the principal axis of
S at the point 0.

The set {Ω ∈ K|(AΩ,Ω) = 1} is called the inertia ellipsoid of the
rigid body S at the point 0. The equation of such ellipsoid, with respect to
the reference frame (0, E1, E2, E3), is

I1Ω
2
1 + I2Ω

2
2 + I3Ω

2
3 = 1

where Ω = Ω1E1 + Ω2E2 + Ω3E3.

Special case: motion of a rigid body with a fixed axis.
If S ⊂ K is a rigid body with a fixed point (r(t) = Mt(0) = 0 for all

t) and if ω(t) = ω �= 0 is constant, we say that S rotates around the axis
e = ω

|ω| ∈ k with constant angular velocity ω. In this case, the motions
q(t, ξ) of S satisfy:

q̇(t, ξ) = ω × q(t, ξ)
q(0, ξ) = M∗

o ξ.

The solution of that ordinary differential equation, with the initial condi-
tion above, can be easily found. In fact let ω̄ = ω× be the skew symmetric
operator corresponding to the vector ω �= 0; the solution is



5.6 The dynamics of rigid bodies 89

q(t, ξ) = exp(tω̄)M∗
o ξ

Since in the present case q(t, ξ) = M∗
t ξ one has:

Mt
∗ = exp(tω̄)Mo

∗

Exercise 5.6.10. Assume that S rotates around the axis e = ω
|ω| with con-

stant angular velocity; then show that:
1) The distance ρ(ξ) between q(t, ξ) and the axis {λe|λ ∈ R} does not

depend on t.
2) The kinetic energy is given by

Kc(t) =
1
2
Ie|ω|2, where Ie =

∫
S

ρ2(ξ)dm(ξ)

is called the moment of inertia of the rigid body with respect to the axis
{λe|λ ∈ R}.

3) Ω(t) = (Mt
∗)−1ω = Ω is constant and

Kc(t) =
1
2
IΩ |Ω|2, where

IΩ =
∫
S

|E × ξ|2dm(ξ)

is the moment of inertia of the rigid body with respect to the axis {λE|λ ∈
R}, E = Ω

|Ω| .
4) The eigenvalues I1, I2 and I3 of the inertia operator A are the momenta

of inertia of the rigid body with respect to the principal axis of S.

Exercise 5.6.11. (Steiner’s theorem) The moment of inertia of the rigid
body with respect to an axis is equal to the sum of the moment of inertia
with respect to another axis through the center of mass and parallel to the
first one plus m(S)d2 where d is the distance between the two axes.

The dynamics of a rigid body S is introduced for bodies S that have
at least three non-colinear points. Let us fix, from now on, a proper linear
isometry B : K → k. The Lie group SO(k; 3) of all proper (linear) orthogonal
operators of k is a compact manifold with dimension three. The configura-
tion space of a rigid body is a six-dimensional manifold, namely k×SO(k; 3).

Proposition 5.6.12. The set of all proper isometries M of K onto k is
diffeomorphic to the six-dimensional manifold k × SO(k; 3).

Proof: Let us consider the map

ΦB : M �−→ (M(0),M∗B−1) (5.83)
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where B is the linear isometry fixed above and M∗ is the linear map associ-
ated to M , that is,

M∗(X) = M(X)−M(0) for all X ∈ K.

It is easy to see that ΦB is differentiable, injective and has a differentiable
inverse ΨB given by

ΨB : (r, h) ∈ k × SO(k; 3) �−→ N

where N is the proper isometry defined by N(X) = r + hB(X).
By (5.69) the motion of S is given by

q(t, ξ) = Mt
∗(ξ) + r(t), r(t) = Mt(0);

taking into account the map ΦB (see (5.69)), to the proper isometry Mt there
corresponds a pair (r(t), h(t)) ∈ k × SO(k; 3) that is:

ΦB(Mt) = (r(t), h(t) = Mt
∗B−1). (5.84)

So, we can write:

q(t, ξ) = r(t) + Mt
∗(ξ) = r(t) + h(t)Bξ. (5.85)

Let us denote by β the σ-algebra of all Borel sets of K, by λ a
real-valued measure on (K,β) and let f : K → R be a (real-valued)
λ-measurable function. The correspondence

ν : E ∈ β �−→
∫
E

f(ξ)dλ(ξ) (5.86)

is a real-valued measure on (K,β). Moreover, for any λ-measurable function
g : K → R, one has ∫

E

g(ξ)dν(ξ)
def
=

∫
E

g(ξ)f(ξ)dλ(ξ). (5.87)

Given a vector-valued λ-measurable function G : K → k, one obtains
(taking in k a positive orthonormal basis) its components gi, i = 1, 2, 3, that
are (real-valued) λ-measurable functions. So, the vector ν(E) =

∫
E
G(ξ)dλ(ξ)

has three components:

νi(E) =
∫
E

gi(ξ)dλ(ξ), i = 1, 2, 3. (5.88)

It can be also introduced the notion of vector-valued measure on (K,β)
or measure on (K,β) with values on k, through the utilization of its three
components. In fact if Φ is a measure on (K,β) with values on k and Φ1, Φ2, Φ3
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its components in a positive orthonormal basis of k, and given a Φ-measurable
(real-valued) function f : K → R, one denotes by

∫
E
f(ξ)dΦ(ξ) the vector in

k with components
∫
E
f(ξ)dΦi(ξ), i = 1, 2, 3. Given a Φ-measurable vector-

valued function v : K → k, we have that
∫
E
v(ξ).dΦ(ξ) is the number given by∑

i(
∫
E
vi(ξ)dΦi(ξ)) and

∫
E
v(ξ)× dΦ(ξ) is the vector in k with components:∫

E

v2(ξ)dΦ3(ξ)−
∫
E

v3(ξ)dΦ2(ξ);∫
E

v3(ξ)dΦ1(ξ)−
∫
E

v1(ξ)dΦ3(ξ);∫
E

v1(ξ)dΦ2(ξ)−
∫
E

v2(ξ)dΦ1(ξ).

eq If ν is the vector-valued measure introduced by (5.88) depending on a
λ-measurable function G : K → k with components gi : K → R, we have∫

E

(v(ξ), dν(ξ)) =
∫
E

(v(ξ), G(ξ))dλ(ξ) and∫
E

v(ξ)× dν(ξ) =
∫
E

[v(ξ)×G(ξ)]dλ(ξ).

We want to consider now the notion of (physical) fields of forces acting
on a rigid body S. If S is under the action of the gravitational acceleration
g ∈ k, |g| = g, one understands that each m-measurable subset E ⊂ S with
mass m(E), is subjected to an external force m(E)g. So, one can define the
weight field of forces as a vector-valued measure on S:

E ⊂ S �−→ m(E)g =
∫
E

gdm(ξ). (5.89)

In general, a field of forces acting on S ⊂ K is a law

w ∈ T (k × SO(k; 3)) −→ fw

where fw is a vector-valued measure on S with values on k.
Since q(t, ξ) = r(t) + h(t)Bξ (see (5.85) and so:

q̇(t, ξ) = ṙ(t) + ḣBξ, (5.90)

we see that to each w = (u, s) ∈ T(r,h)(k × SO(k; 3)) there correspond the
maps q, v : K → k defined by

q(ξ) = r + hBξ, v(ξ) = u + sBξ. (5.91)

It is usual, in Physics, to consider surface forces, volume forces, etc., in
the following way: one defines on S a (real-valued) measure σ and a bounded
function α : k×k → k such that the vector-valued measure on S, with values
on k, given by:
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fw(E) =
∫
E

α(q(ξ), v(ξ))dσ(ξ) (5.92)

for any Borel subset E ⊂ S, is well defined.
As in the case of a finite system of mass points, it is usual to consider the

field of external forces fw
ext and the field of internal forces fw

int.
Given a rigid motion M : t �→ Mt of K with respect to k, from (5.85) and
(5.90) each proper isometry Mt is represented by the pair (r(t), h(t)) ∈ k ×
SO(k, 3) and, at this point, the tangent vector w(t) = (ṙ(t), ḣ(t)) determines
the measures

ft
ext = fw(t)

ext and ft
int = fw(t)

int, for each t.

We say that two fields of forces fw and gw, acting on a rigid body S ⊂ K,
are said to be equivalent with respect to Mt if

∫
S

dft(ξ) =
∫
S

dgt(ξ) and

∫
S

Mtξ × dft(ξ) =
∫
S

Mtξ × dgt(ξ) (5.93)

As in the case of a finite number of mass points, the fundamental laws,
in classical mechanics, relative to the motions of a rigid body S, are:

I - Newton law
“The sum of the internal and external fields of forces is, at each time t,
equal to the kinematical distribution Dt (assumed to be well defined)”,
that is:

Dt(E)
def
=

∫
E

q̈(t, ξ)dm(ξ) =
∫
E

dft
ext(ξ) +

∫
E

dft
int(ξ),

for all Borel subsets E of S.
II - Action and reaction principle:

“The field of internal forces fw
int is equivalent to zero with respect to any

proper isometry Mt of an arbitrary rigid motion M of K relative to k.”

The general equations for the motion of a rigid body S are the equations
EG1) and EG2) below that follow from I and II:

EG1) ∫
S

q̈(t, ξ)dm(ξ) =
∫
S

dft
ext(ξ)

def
= Ft

ext (5.94)

EG2) ∫
S

[(q(t, ξ)− c)× q̈(t, ξ)]dm(ξ) =
∫
S

(q(t, ξ)− c)× dft
ext(ξ)

def
= Pt,c

ext for all c ∈ k.

(5.95)
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Exercise 5.6.13. Prove the following formula that gives the variation of the
kinetic energy Kc(t) (see (5.76)):

dKc(t)
dt

=
∫
S

(q̇(t, ξ), dftext(ξ)) = (ġ(t), Ftext) + (ω(t), Pt,g(t)
ext),

where Ft
ext and Pt,c

ext (for c = g(t)) appear in EG1 and EG2.

A rigid body S is said to be free under the action of a rigid motion M : t �→
Mt of K relatively to k if ft

ext is equivalent to zero with respect to Mt for
all t. In particular, if fwext = 0 that is, in the absence of external forces, the
rigid body is said to be isolated; for an (approximate) example we can think
about the rolling of a spaceship.

If G is the center of mass of S, that is, G = 1
m(S)

∫
S
ξdm(ξ), then g(t) =

MtG = 1
m(S)

∫
S
Mtξdm(ξ) = 1

m(S)

∫
S
q(t, ξ)dm(ξ).

Differentiating twice with respect to time one has:

m(S)g̈(t) =
∫
S

q̈(t, ξ)dm(ξ);

by EG1) and assuming that S is free, one obtains g̈(t) = 0 for all t:

Proposition 5.6.14. If a rigid body S is free under the action of M : t �→
Mt, its center of mass moves uniformly and linearly. Moreover, the kinetic
momentum and the kinetic energy are constants of motion.

Proof: From (5.77) one obtains

ṗ(t) =
∫
S

[q(t, ξ)× q̈(t, ξ)]dm(ξ)

and EG2) (with c = 0) implies:

ṗ(t) =
∫
S

q(t, ξ)× dft
ext(ξ) =

∫
S

Mt(ξ)× dft
ext(ξ);

but the fact that S is free under the action of M : t �→ Mt, together with
(5.93), yields ṗ(t) = 0. By an analogous argument with the expression of
dKc(t)
dt given by the result of Exercise 5.6.13 we see that dKc(t)

dt = 0; so, p(t)
and Kc(t) are constants of motion. More precisely, since p(t) is a vector-valued
constant of motion, one obtains four (scalar valued) constants of motion for
any rigid body S free under the action of M .

Assume we are looking at an inertial coordinate system where the center of
mass is stationary. Then
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Proposition 5.6.15. A free rigid body rotates around its center of mass as
if the center of mass were fixed.

Let us consider the motion of a rigid body around a stationary point,
in the absence of external forces. In this case, there exist four real valued
constants of motion given by Proposition 13.5. One can also consider the
induced functions

Kc : T (SO(k; 3)) −→ R p : T (SO(k; 3)) −→ k, (5.96)

defined by

sh ∈ T (SO(k; 3)) �−→ Kc(sh) =
1
2

∫
S

|sBξ|2dm(ξ),

sh ∈ T (SO(k; 3)) �−→ p(sh) =
∫
S

(hBξ × sBξ)dm(ξ), (5.97)

respectively. In general (if the rigid body does not have any particular sym-
metry) the four scalar-valued maps (Kc and the components pi of p in a basis
of k) defined on the six-dimensional manifold T (SO(k, 3)) are independent
in the sense that they do not have critical points, that is, the inverse image
of any value (Ko, po) (if non empty) is a two dimensional orientable compact
invariant manifold, provided that the value Ko of Kc(sh) is positive. More-
over, Ko > 0 implies that the vector field induced on the inverse image of
(Ko, po) by (Kc, p) has no singular points, that is, each connected component
(Kc, p)−1 (Ko, po) is a bi-dimensional torus.

Proposition 5.6.16. The angular momentum P (t) relative to a rigid body
S that is free under the action of M : t �→ Mt, satisfies the Euler
equation: Ṗ (t) = P (t) × Ω(t). Moreover, Ω(t) is given by the relation,
AΩ̇(t) = [AΩ(t)]×Ω(t), A being the inertia operator.

Proof: In fact, p(t) = Mt
∗P (t), so by Proposition 5.6.14 we have

ṗ(t) = Ṁ∗
t P (t) + M∗

t Ṗ (t) = 0, and so

Ṗ (t) = −(Mt
∗)−1Ṁ∗

t P (t) = −Ω(t)× P (t) = P (t)×Ω(t).

But, since P (t) = AΩ(t), we also have AΩ̇(t) = [AΩ(t)]×Ω(t).

Proposition 5.6.17. In the motion of a rigid body S with a fixed point,
subjected to a field of external forces, the kinetic momenta p(t) and P (t)
satisfy the equations

ṗ(t) =
∫
S

(Mt
∗ξ)× dft

ext(ξ),

Ṗ (t) = P (t)×Ω(t) +
∫
S

ξ × [(Mt
∗)−1dft

ext(ξ)].
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Proof: From (5.77) one obtains ṗ(t) =
∫
S
[q(t, ξ) × q̈(t, ξ)]dm(ξ) and since

there is a fixed point we can write q(t, ξ) = Mt
∗ξ; using EG2) with c = 0 we

have the equation for ṗ(t). Since P (t) = (Mt
∗)−1p(t) and using again (5.77)

one can write by differentiating:

Ṗ (t) = (Ṁ∗
t )−1

∫
S

[q(t, ξ)× q̇(t, ξ)]dm(ξ) + (Mt
∗)−1ṗ(t);

but Mt
∗(Mt

∗)−1 = Id implies, by differentiating, that

(Ṁ∗
t )−1 = −(Mt

∗)−1Ṁ∗
t (Mt

∗)−1;

so,

Ṗ (t) =
∫
S

[ξ × (Mt
∗)−1dft

ext(ξ)]

−Ω(t)× [(Mt
∗)−1

∫
S

[q(t, ξ)× q̇(t, ξ)]dm(ξ)]

and finally,

Ṗ (t) = P (t)×Ω(t) +
∫
S

ξ × [(Mt
∗)−1dft

ext(ξ)]

In order to relate the properties EG1) and EG2) with the abstract Newton
law, we start by defining the metric 〈, 〉 on k×SO(k; 3). This metric is induced
by the kinetic energy. Since (see (5.90))

q(t, ξ) = r(t) + h(t)Bξ and
q̇(t, ξ) = ṙ(t) + ḣ(t)Bξ,

we have
Kc(t) =

1
2

∫
S

|ṙ(t) + ḣBξ|2dm(ξ); (5.98)

We will assume that the origin 0 ∈ K coincides with the center of mass
G = 1

m(S)

∫
S
ξdm(ξ); so, we have

∫
S
ξdm(ξ) = 0, which implies

Kc(t) =
1
2
m(S)|ṙ(t)|2 +

1
2

∫
S

|ḣ(t)Bξ|2dm(ξ).

The last expression suggests the introduction of a metric on k× SO(k; 3); in
fact, given two tangent vectors (u, s), (ū, s̄) at the point (r, h) ∈ k×SO(k; 3)
one defines

〈(u, s), (ū, s̄)〉(r,h)
def= m(S)(u, ū) +

∫
S

(sBξ, s̄Bξ)dm(ξ)
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in which the right hand side defines two inner products,

〈u, ū〉r = m(S)(u, ū) and 〈s, s̄〉h =
∫
S

(sBξ, s̄Bξ)dm(ξ), (5.99)

on k and SO(k; 3), respectively. Recall that s and s̄ are tangent vectors at
h ∈ SO(k; 3). So, we have defined on SO(k; 3) a Riemannian metric which
is left invariant, that is, the left translations are isometries. In fact, given
g ∈ SO(k; 3), the left translation Lg is defined by the expression Lg(x) = gx,
for all x ∈ SO(k; 3) and, since g is a linear transformation acting on k, its
derivative satisfies dLg(x) = Lg; so one obtains

〈dLg(h)s, dLg(h)s̄〉gh = 〈gs, gs̄〉gh

=
∫
S

(gsBξ, gs̄Bξ)dm(ξ) =
∫
S

(sBξ, s̄Bξ)dm(ξ)

= 〈s, s̄〉h.

The acceleration, in the product metric, corresponding to a vector q̇ =
(ṙ, ḣ) tangent to k × SO(k; 3) at the point (r, h), is equal to

Dq̇

dt
=

D

dt
(ṙ, ḣ) = (r̈,

Dḣ

dt
).

The mass operator in the product metric acts on Dq̇

dt as

µ(
Dq̇

dt
)(u, s) = 〈r̈, u〉r + 〈Dḣ

dt
, s〉h.

Let us introduce now an abstract field of forces F : T (k × SO(k; 3)) −→
T ∗(k × SO(k; 3)) in a suitable way such that the generalized Newton law

µ(
Dq̇

dt
) = F(q̇)

becomes equivalent to the general equations EG1) and EG2), for the motion
of a rigid body. The way we define F is the following: for (ū, s̄) and w = (u, s)
in Tr,h(k × SO(k; 3)) we set:

(F(u, s))(ū, s̄) =
∫
S

(ū, dfextw (ξ)) +
∫
S

(s̄Bξ, dfextw (ξ)). (5.100)

Recall (see (5.94), (5.95)) the general equations:

EG1)
∫
S

q̈(t, ξ)dm(ξ) =
∫
S

dfextt (ξ) = F ext
t

EG2)
∫
S

(q(t, ξ)− c)× q̈(t, ξ)dm(ξ) =
∫
S

(q(t, ξ)− c)× dfextt (ξ) = P ext
t,c ,
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for all c ∈ k.
It is a simple matter to see that EG1) and EG2) are equivalent to EG1)

and EG’2), where

EG
′
2) :

∫
S

(q(t, ξ)− g(t))× q̈(t, ξ)dm(ξ) =
∫
S

(q(t, ξ)− g(t))× dfextt (ξ)

= P ext
t,g(t)

with

g(t) = MtG = Mt

[
1

m(S)

∫
S

ξdm(ξ)
]

=
1

m(S)

∫
S

q(t, ξ)dm(ξ),

G being the center of mass of S, which we already set equal to the origin 0
of K. Thus we can write: ∫

S

ξdm(ξ) = 0. (5.101)

The expression of q(t, ξ) = Mt(ξ) is, in this case, q(t, ξ) = Mt(0)+M∗
t ξ =

g(t) + h(t)Bξ, with M∗
t = h(t)B. So we have

q̇(t, ξ) = ġ(t) + Ṁ∗
t ξ and q̈(t, ξ) = g̈(t) + M̈∗

t ξ,

then EG1) becomes equivalent to∫
S

g̈(t)dm(ξ) + M̈∗
t

∫
S

ξdm(ξ) = F ext
t ,

and, by (5.101), we have EG1) equivalent to

m(S)(g̈(t), ū) = (F ext
t , ū), for all ū ∈ k. (5.102)

On the other hand EG2)
′
is equivalent to

P ext
t,g(t) =

∫
S

M∗
t ξ × (g̈(t) + M̈∗

t ξ)dm(ξ)

=
(∫

S

M∗
t ξdm(ξ)

)
× g̈(t) +

∫
S

d

dt
(M∗

t ξ × Ṁ∗
t ξ)dm(ξ) =

= M∗
t

(∫
S

ξdm(ξ)
)
× g̈(t) +

d

dt

∫
S

(M∗
t ξ × Ṁ∗

t ξ)dm(ξ);

again by (5.101) EG2)
′
is equivalent to(

d

dt

∫
S

(M∗
t ξ × Ṁ∗

t ξ)dm(ξ), ū

)
= (P ext

t,g(t), ū) for all ū ∈ k.

(5.103)
From what is said in Exercise 5.6.4 there is a linear isomorphism Φ be-

tween k and the space s(k) of all linear skew-symmetric operators of k. In
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fact, for any A ∈ s(k), Φ(A) is the unique vector in k such that Av = Φ(A)×v
for all v ∈ k. With that notation, EG2)

′
being equivalent to (5.103) means

being equivalent to

(P ext
t,g(t), Φ(A)) =

d

dt

∫
S

(M∗
t ξ × Ṁ∗

t ξ, Φ(A))dm(ξ)

=
d

dt

∫
S

(Φ(A)×M∗
t ξ, Ṁ

∗
t ξ)dm(ξ);

thus EG2)
′
is equivalent to

(P ext
t,g(t), Φ(A)) =

d

dt

∫
S

(AM∗
t ξ, Ṁ

∗
t ξ)dm(ξ), for all A ∈ s(k). (5.104)

There is also a linear isomorphism between the tangent space ThSO(k; 3)
and s(k) (see Exercise 5.6.18 below) through the map

˙̃
h ∈ ThSO(k, 3) �−→ ˙̃

h h−1 ∈ s(k) (5.105)

(which is the derivative of the right translation Rh−1 defined as Rh−1(x) =
xh−1, for all x ∈ SO(k; 3)).

Exercise 5.6.18. Prove that ˙̃
h h−1 ∈ s(k) in (5.104) and that the map

above is a linear isomorphism.

We recall that M∗
t = h(t)B, so (5.104) and (5.105) imply that EG2)

′
is

equivalent to

(P ext
t,g(t), Φ( ˙̃

h h−1(t)) =
d

dt

∫
S

( ˙̃
h h−1(t)h(t)Bξ, ḣ(t)Bξ)dm(ξ)

=
d

dt

∫
S

( ˙̃
hBξ, ḣ(t)Bξ)dm(ξ)

for all ˙̃
h ∈ Th(t)SO(k; 3).

From (5.99), (5.102) and the last expression, one can say that EG1) and
EG2)

′
are equivalent to

(F ext
t , ū) + (P ext

t,g(t), Φ( ˙̃
h h−1(t)) =

=
d

dt

[
m(S)(ġ(t), ū) +

∫
S

( ˙̃
hBξ, ḣ(t)Bξ)dm(ξ)

]

=
d

dt
〈(ġ(t), ḣ(t)), (ū, ˙̃

h)〉

for all (ū, ˙̃
h) ∈ T(g(t),h(t)) k × SO(k; 3). (5.106)
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Notice that if we extend, by parallel transport, the vector (ū, ˙̃
h) along the

motion q(t) = (g(t), h(t)), one obtains a vector field along q(t) still denoted
by (ū, ˙̃)h so that D

dt (ū,
˙̃
h) = 0 and then the right-hand side of (5.106) can be

written as

d

dt
〈q̇, (ū, ˙̃

h)〉 = 〈Dq̇

dt
, (ū, ˙̃

h)〉+ 〈q̇, D
dt

(ū, ˙̃
h)〉 = 〈Dq̇

dt
, (ū, ˙̃

h)〉. (5.107)

Let us recall the field of forces

F : T (k × SO(k; 3)) −→ T ∗(k × SO(k; 3))

given in the following way: if (u, s) ∈ T(r,h)(k × SO(k; 3)) then we have
F(u, s) ∈ T ∗

(r,h)(k×SO(k, 3)) if, and only if (5.100) holds, that is, for (u, s) =
q̇:

(F(q̇))(ū, ˙̃
h) = (F ext

t , ū) + (P ext
t,g(t), Φ( ˙̃

hh−1(t))). (5.108)

The constructions of h−1(t), F ext
t and P ext

t,g(t) are possible because given
(r, h) ∈ k × SO(k; 3) and (u, s) ∈ T(r,h)(k × SO(k; 3)) we are able to find
q(t, ξ) and so q̇(t, ξ) that determine h−1(t), F ext

t and P ext
t,g(t). The conclusion

is then the following result:

Proposition 5.6.19. The general equations EG1) and EG2) that govern the
motions of a rigid body S (see (5.94) and (5.95)) are equivalent to the gener-
alized Newton law µ(Dq̇dt ) = F(q̇) on the manifold k×SO(3) with the Rieman-
nian metric given by equations (5.99) and the field of forces F characterized
by (5.100).

Proof: As we saw, the equations EG1) and EG2) are equivalent to (5.106);
using (5.106) and (5.107) we see that

〈Dq̇

dt
, v〉 = [F(q̇)]v for all v ∈ Tq(t)[k × SO(k; 3)],

and so
µ(

Dq̇

dt
) = F(q̇).

We intend, now, to derive the Lagrange equations for the motion of
a rigid body S. We take a positive orthonormal basis {e1, e2, e3} for the
vector space k and denote by (r1, r2, r3) the coordinates of a vector r ∈ k.
Let (h1, h2, h3) be a local system of coordinates for SO(k; 3). So if (ū, s̄) ∈
T(r,h)(k × SO(k; 3)) we have ū = Σ3

i=1ūiei and s̄ = Σ3
i=1s̄i

∂
∂hi

(h). The force
F defined in (5.100) has the following expression in those local coordinates
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F(r, h))(ū, s̄) =
∫
S

(ū, dfextw (ξ)) +
∫
S

(s̄Bξ, dfextw (ξ)) =

=
3∑
i=1

ūi(ei,
∫
S

dfextw (ξ)) +
3∑
i=1

s̄i

∫
S

(
∂

∂hi
(h)Bξ, dfextw (ξ)) =

=
3∑
i=1

(
∫
S

dfextw (ξ))i, dri(ū) +
3∑
i=1

(
∫
S

(
∂

∂hi
(h)Bξ, dfextw (ξ)))dhi(s̄).(5.109)

Then if t → (r(t), h(t)) ∈ k × SO(k; 3) is a motion of S under the external
forces fext and being Kc(t) the kinetic energy along this motion, the Newton
law gives

d

dt

∂Kc

∂ṙi
− ∂Kc

∂ri
= (

∫
S

dfextt (ξ))i, i = 1, 2, 3, (5.110)

d

dt

∂Kc

∂ḣi
− ∂Kc

∂hi
=

∫
S

(
∂

∂hi
(h)Bξ, dfextt (ξ)), i = 1, 2, 3. (5.111)

We will relate the right hand sides of equations (5.110) and (5.111) above,
with the physical notions of total force and momentum of external forces with
respect to a point.

Since ∂
∂hi

(h)h−1(t) ∈ Te(SO(k, 3)), it follows that, for each t, there exist
vectors ωi(t) ∈ k such that

ωi(t)× =
∂

∂hi
(h)h−1(t), i = 1, 2, 3. (5.112)

This implies

d

dt

∂Kc

∂ḣi
− ∂Kc

∂hi
=

∫
S

(ωi(t)× h(t)Bξ, dfextt (ξ)) =

= (ωi(t),
∫
S

hBξ × dfextt (ξ)), i = 1, 2, 3. (5.113)

Introducing the usual notation F ext
t =

∫
S
dfextt (ξ) (total force at t) and

P ext
t = P ext

t,r(t) =
∫
S
(q(t, ξ) − r(t)) × dfextt (ξ) =

∫
S
hBξ × dfextt (ξ) (the mo-

mentum of external forces with respect to r(t) at the time t) we obtain the
Lagrange equations for the motions of a rigid body S:

d

dt

∂Kc

∂ṙi
− ∂Kc

∂ri
= (F ext

t )i, i = 1, 2, 3 (5.114)

d

dt

∂Kc

∂ḣi
− ∂Kc

∂hi
= (ωi(t), P ext

t ), i = 1, 2, 3. (5.115)

Since Kc(t) = 1
2m(S)|ṙ|2 + 1

2

∫
S
|ḣBξ|2dm(ξ) the first Lagrange equation

gives us
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m(S)r̈(t) = F ext
t ,

and the hypothesis G = 0 implies r(t) = g(t) so we obtain the classical
Newton law for the motion of G. If the rigid body moves with a fixed point,
the second of the Lagrange equations are the only ones to be considered.

Exercise 5.6.20. Let S ⊂ K be a rigid body with fixed point O ∈ S. Assume
K = k, B = id, (O, ex, ey, ez) and (O, e1, e2, e3) orthogonal positively ori-
ented frames fixed in k and in S, respectively. If ez×e3 �= 0, let eN = ez×e3

|ez×e3| .
The nodal line passes through O and has direction eN . The Euler angles
(ϕ, θ, ψ) are defined as follows: ϕ is the angle of rotation along the axis (0, ez)
which sends ex to eN ; θ is the angle of rotation along (0, eN ) which sends
ez to e3; ψ is the rotation along (0, e3) which sends eN to e1. Show that
to each (ϕ, θ, ψ) satisfying 0 < ϕ < 2π, 0 < ψ < 2π, 0 < θ < π, corre-
sponds a rotation R(ϕ, θ, ψ) defining local coordinates for SO(k; 3).Denote
by I1, I2, I3 the moments of inertia of S relative to (e1, e2, e3) and prove that
Ω = Ae1 + Be2 + Ce3, ω = Āex + B̄ey + C̄ez, Kc = 1

2 (I1A2 + I2B
2 + I3C

2)
where A = ϕ̇ sin(ψ) sin(θ) + ϕ̇ cos(ψ), B = ϕ̇ cos(ψ) sin(θ) − θ̇ sin(ψ) and
C = ϕ̇ cos(θ) + ψ̇. Compute Ā, B̄ and C̄.

ez

e3

ey

e2

eN

θ

ψ
ϕex

e1

S

0

nodal line

horizontal plane

Fig. 5.4. Euler angles.
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5.7 Dynamics of pseudo-rigid bodies

The present section corresponds to Dirichlet–Riemann formulation of ellip-
soidal motions for fluid masses (also called pseudo-rigid bodies).

As in the previous section, k and K are two 3-dimensional Euclidean
vector spaces considered as affine spaces; they represent the fixed (inertial)
space and the moving space respectively.

A motion t �→ Mt is a smooth map where each Mt : K → k is an
orientation preserving affine transformation (bijection) such that takes the
zero vector O ∈ K (corresponding to the center of mass) into the zero vector
0 ∈ k.

If we fix a ball Br ⊂ K of radius r and centered in O, a motion of a
pseudo-rigid body is the motion

t �→Mt(Br) ⊂ k

of a solid ellipsoid.
Given Mt, we call B = Mt=0 and set Qt = Mt ◦ B−1 : k → k, so

Qt ∈ GL+(k, 3). The derivative Q̇t = Ṁt ◦B−1 represents the tangent vector
at the point Qt ∈ GL+(k, 3) to the curve t �→ Qt. Take a point X ∈ Br; then
q(t,X) = MtX is a curve in k with velocity q̇(t,X) = ṀtX.

The kinetic energy of the motion of the solid ellipsoid is

Kc(t) =
1
2

∫
Br

|q̇(t,X)|2 dm(X)

where the positive measure m on K is the distribution of mass. So

Kc(t) =
1
2

∫
Br

|Q̇t ◦BX|2 dm(X) =
1
2

∫
Br

|Q̇t ◦BX|2 ρdV (X)

where ρ is the density and V is the Lebesgue volume. When ρ = constant,

Kc(t) =
ρ

2

∫
Br

|Q̇t ◦BX|2 dV (X).

In order to work with matrices, we fix two positive orthonormal bases
(e1, e2, e3) and (E1, E2, E3) in k and K, respectively. For simplicity, we con-
sider the particular case in which the matrix of B is Id, the identity matrix.
We shall denote by Qt and X the corresponding matrices of Qt and X with
respect to the fixed bases. Then

Kc(t) =
ρ

2

∫
Br

|Q̇tX|2 dV (X). (5.116)

Proposition 5.7.1. Any real n × n matrix G has a (non unique) bipolar
decomposition G = LDR, that is L,R are orthogonal matrices and D =
diag (

√
σ1, . . . ,

√
σn). Moreover σ1 ≥ · · · ≥ σn ≥ 0 are the non negative

eigenvalues of GTG (GT is the transpose of G).
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Proposition 5.7.2. The matrix E0 = ρ
∫

Br
XXT dV (X) is given by E0 =

4ρπr5

15 Id = m̄Id. (Note carefully that XXT is a 3× 3 matrix).

Proposition 5.7.3. The kinetic energy ( (5.116)) is given by

Kc(t) =
1
2
tr(Q̇t E0 Q̇T

t ).

(Here trA denotes the trace of the matrix A).

From the propositions above it follows that

Kc(t) =
1
2
m̄ tr (Q̇t Q̇

T
t ). (5.117)

Exercise 5.7.4. Prove the three last propositions.

Let us assume, from now on, that m̄ = 1.

Remark 5.7.5. The expression ((5.117)) suggests the following Riemannian
metric for the group GL+(3) of all 3× 3 matrices of positive determinant:

〈A , B 〉Q := tr (ABT ), (5.118)

for all Q ∈ GL+(3) and all A,B ∈ TQGL+(3).

Assume that a smooth motion has a (not necessarily unique) smooth
bipolar decomposition Qt = TTt At St (i.e. three smooth paths: At diagonal,
and Tt, St orthogonal paths).

In the case when Qt is analytic, this is always possible; also, if the eigen-
values of QtQ

T
t are distinct and Qt is not analytic, the smooth decomposition

is still possible. However, there are examples of C∞ paths Qt for which there
is no continuous bipolar decomposition (see Montaldi [50], Kato [34] and
Roberts - S. Dias [57]). We have:

Proposition 5.7.6. From the equation of continuity in hydrodynamics and
ρ = constant, it follows that a smooth path Qt = Mt ◦B−1 corresponding to
an ellipsoidal motion satisfies detQt = 1, that is, Qt is a curve in the Lie
group SL(3).

Proof: Assume Qt = TTt AtSt and call

x = Ttq(t,X) = TtMtX = TtQtBX

where Tt = (Tki) means a rotation that takes (e1, e2, e3) to the orthonormal

basis (ē1(t), ē2(t), ē3(t)), that is ēi(t) =
3∑
k=1

Tkiek, i = 1, 2, 3.

Then u := ẋ =
(
ṪtQt + TtQ̇t

)
BX and BX = Q−1

t TTt x so,
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u =
(
Ṫt T

T
t + TtQ̇tQ

−1
t TTt

)
x

and div u =
∑
k

∂uk
∂xk

= tr (Q̇tQ
−1
t ) =

1
detQt

d

dt
(detQt). Finally div u = 0 if

and only if
d

dt
(detQt) = 0 if and only if detQt = constant. Thus detQt = 1

because for t = 0 we have detQ0 = det (BB−1) = 1.

From Dirichlet–Riemann formulation (see Chandrasekhar [15] and Mon-
taldi [50]) the motions of pseudo-rigid bodies are given by a generalized New-
ton law describing a mechanical system on the configuration space GL+(3)
with a holonomic constraint defined by the submanifold SL(3) of GL+(3),
that is:

µ
DQ̇

dt
= − dV + λdf, Q ∈ SL(3). (5.119)

Here f : GL(3) → R is the determinant function and λ : TSL(3) → R

is the so-called Lagrange multiplier; also, SL(3) = f−1(1) ⊂ GL+(3) is an
analytic 8-dimensional orientable submanifold of GL+(3),

µ : TGL+(3)→ T ∗GL+(3)

is the mass operator (Legendre transformation) relative to the trace metric,
µ(v)(·) := 〈v , ·〉 (see (5.118)), and DQ̇

dt is the covariant derivative of Q̇(t) (ac-
celeration) along Q(t) in that metric. The map df : TGL+(3) → T ∗GL+(3)
is given by

v �→ df(πv)

where π : TGL+(3) → GL+(3) is the canonical bundle projection. We still
denote by df its restriction to TSL(3). We will show that µ−1df : TSL(3)→
TGL+(3) satisfies d’Alembert principle. In fact for any A ∈ TSL(3) we
have

(µ−1df)A = w ∈ Tπ(A)GL+(3)

where w is such that 〈w , ·〉 =
[
dfπ(A)

]
(·), so w is orthogonal to Tπ(A)SL(3).

Then there exists a unique Lagrange multiplier λ : TSL(3)→ R, yielding
the reaction force . The function

V : GL+(3)→ R

is the potential energy and corresponds to the gravitational potential (see
examples below).

Proposition 5.7.7. The generalized Newton law ( (5.119)) is equivalent to
the system

Q̈ = −∂V

∂Q
+ λ

∂f

∂Q
, detQ = 1. (5.120)
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Proof: Here Q, Q̈, ∂V∂Q , ∂f∂Q are 3×3 matrices: Q = (qij), Q̈ = (q̈ij), ∂V∂Q = ( ∂V∂qij
)

and ∂f
∂Q = ( ∂f

∂qij
), respectively. We also have that (see Exercise 5.1.1):

µ

(
DQ̇

dt

)
=

∑
i,j

[
d

dt

dKc

dq̇ij
− dKc

dqij

]
dqij ,

where
Kc =

1
2
〈Q̇, Q̇〉 =

1
2

[
q̇2
11 + q̇2

12 + · · ·+ q̇2
33
]
.

Then

µ

(
DQ̇

dt

)
= −dV + λdf ←→

∑
ij

q̈ij dqij =
∑
ij

(
− ∂V

∂qij
+ λ

∂f

∂qij

)
dqij

and the proof is complete.

For the Dirichlet–Riemann formulation (see [15]) one considers, from the
smooth bi-polar decomposition Qt = TTt At St, the new variables

Ω∗ := Ṫ TT Λ∗ := ṠST

which are skew symmetric paths because differentiation of TTT = SST = I
gives

Ṫ TT + T ṪT = 0 = ṠST + SṠT .

Thus we obtain:

Q̇ = TT
(
Ω∗TA + Ȧ + AΛ∗

)
S

and also, from last Proposition 5.7.7:

Q̈ = ṪT
(
Ω∗TA + Ȧ + AΛ∗

)
S + TT

(
Ω∗TA + Ȧ + AΛ∗

)
Ṡ+

+TT ÄS + TT
[
d
dt (AΛ∗ −Ω∗A)

]
S =

=
[
−∂V∂Q + λ∂(detQ)

∂Q

]
Q=TTAS

.

So, one obtains the equation of motion:

Ä + Ω∗
(
Ω∗A− Ȧ−AΛ∗

)
+

(
−Ω∗A + Ȧ + AΛ∗

)
Λ∗ + d

dt (AΛ∗ −Ω∗A)

=
[
−T

(
∂V
∂Q

)
Q=TTAS

ST + λT
(
∂(detQ)
∂Q

)
Q=TTAS

ST
]
.

(5.121)
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Exercise 5.7.8. Show that

I. If f = detQ, Q ∈ GL+(3), then dfQ(B) = (detQ) tr(Q−1B) for any 3× 3
real matrix B.

II. For any function φ : GL+(3) → R then ∂φ
∂Q = [ dφQ(Bij)] where Bij is

the matrix with 1 at the (ij)−entry and zero otherwise.
III. T ∂(detQ)

∂Q ST = A−1(detA) for any Q ∈ GL+(3) .

IV. If for any Q ∈ GL+(3), V (Q) = V (TTAS) = V̄ (A) depends only on
A = diag(a1, a2, a3), 0 < a1 < a2 < a3, then

T (
∂V

∂Q
)
Q=TTAS

ST =
∂V̄

∂A
.

Example 5.7.9. (Examples of potentials)
Assume that V : GL+(3)→ R is of the form:

V (Q) = V̄ (I(C), II(C), III(C))

where C = QQT and I(C) = trC, II(C) = 1
2

[
(trC)2 − tr (C2)

]
, III(C) =

detC.

1. Gravitational potential

V̄ = −2πGρ

∫ ∞

0

ds

[(s3 + I(C) s2 + II(C) s + III(C)]1/2
.

2. Ciarlet-Geymonat material (see [42])

V̄ =
1
2
λ (III(C)− 1− ln III(C)) +

1
2
µ (I(C)− 3− ln III(C)) .

3. Saint Venant-Kirchhoff material (see [42])

V̄ =
1
2
λ (tr (C − Id))2 + µ

(
tr (C − Id)2

)
.

Remark 5.7.10. For general purposes we write:

∂V

∂Q
=

∂V̄

∂I
∂I (C)
∂Q

+
∂V̄

∂II
∂II (C)
∂Q

+
∂V̄

∂III
∂III (C)

∂Q
.

Proposition 5.7.11. (see [58])

∂I (C)
∂Q = 2Q

∂II (C)
∂Q = 2

[
Id tr (QQT )−QQT

]
Q

∂III (C)
∂Q = 2det (QQT ) (Q−1)T .
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Remark 5.7.12. Using the expression of the gravitational potential and the
results III and IV of Exercise 5.7.8, we see that equation (5.121) is precisely
the so-called Dirichlet–Riemann equation (see [15] p.71, eq(57)), provided
that detA = 1 and λ = 2pc

ρ .

5.8 Dissipative mechanical systems

The results we will present in this section have their proofs in the article
“Dissipative Mechanical Systems”, by I. Kupka and W.M. Oliva, appeared
in Resenhas IME-USP 1993, vol. 1, no. 1, 69-115 (see [38]).

A mechanical system (Q, 〈, 〉,F), is said to be dissipative if the field of
external forces F : TQ→ T ∗Q is given by

F(v) = −dV (p) + D̃(v) for all v ∈ TpQ;

where V : Q → R is a Cr+1(r ≥ 1) potential energy and D̃ ∈ C1 veri-
fies (D̃(v))v < 0 for all 0 �= v ∈ TQ. D̃ is called a dissipative external
field of forces (or simply a dissipative force) and (−dV ) is said to be the
conservative force.

Remark 5.8.1. D̃(0p) = 0 ∀p ∈ Q (0p is the zero vector of TpQ). In fact,
continuity of D̃ shows that (D̃(0p))v = limλ→0

1
λ (D̃(λv))λv ≤ 0 for λ > 0

and 0 �= v ∈ TpQ implies (D̃(0p))v = 0 (otherwise (D̃(εv))v < 0 for small
ε < 0 and then (D̃(εv))(εv) > 0 which is a contradiction).

Remark 5.8.2. The mass operator µ : TQ→ T ∗Q defines D = µ−1D̃ : TQ→
TQ and (D̃(v))v < 0 is equivalent to 〈D(v), v〉 < 0 for all 0 �= v ∈ TQ.

It is usual to say that D is a dissipative force when D̃ = µD is a dissipative
force.

Let us denote by DMS the set of all vector fields X ∈ Cr(TQ, TTQ)
such that X is defined by a dissipative mechanical system, that is, by a pair
(V,D) as above. If z is a trajectory of (V,D) and q its projection on Q, then
z = dq

dt = q̇ and the motion q = q(t) satisfies the generalized Newton law

Dq̇

dt
= −(grad V )(q) + D(q̇). (5.122)

It is useful to remark that the mechanical energy Em decreases along non
trivial integral curves of any mechanical system (V,D). In fact, we have:

Ėm =
d

dt
(
1
2
〈q̇, q̇〉+ V (q(t))) = 〈Dq̇, q̇〉

which shows that Em decreases on all integral curves not reduced to
a singular point. The singular points of X lie on the zero section O(Q);
moreover 0p ∈ O(Q) is a singular point if and only if p is critical for V .
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A function V ∈ Cr+1(Q,R) is said to be a Morse function if the Hessian
of V at each critical point is a non-degenerate quadratic form. It is well known
that the set of all Morse functions is an open dense subset of Cr+1(Q,R) with
the standard Cr+1 topology.

A dissipative mechanical system (V,D) is said to be strongly dissipative
if V is a Morse function and D comes from a strongly dissipative force
that is, satisfies the following additional condition: for all p ∈ Q and all
ω �= 0, ω ∈ TpQ, one has (〈dvD(0p)ω, ω〉) < 0 where dvD denotes the vertical
differential of D.

From now on let us denote by SDMS the set of all X ∈ DMS such that
X = (V,D) is strongly dissipative and by D the set of all strongly dissipative
forces D.

Proposition 5.8.3. Let (V,D) be a strongly dissipative mechanical system.
Then the following properties hold:

i) The singular points of (V,D) are hyperbolic.
ii) The stable and unstable manifolds W s(0) and Wu(0) of a singular point

0 are properly embedded.
iii) dimWu(0) is the Morse index of V at τ(0) ∈ Q.
iv) dimWu(0) ≤ dimQ ≤ dimW s(0).

Exercise 5.8.4. Exercise 11.5 Prove property (ii) in the last proposition.

Two submanifolds S1 and S2 of a manifold M are said to be in general
position or transversal if either S1∩S2 is empty or at each point x ∈ S1∩S2
the tangent spaces TxS1 and TxS2 span the tangent space TxM .

Let us denote by SDMS(D) the set of all Cr strongly dissipative me-
chanical systems X = (V,D) with a fixed D. Analogously we introduce the
set SDMS(V ).

All the subsets of DMS are endowed with the topology induced by the
Cr-Whitney topology of Cr(TQ, TTQ).

This topology possesses the Baire property.

Proposition 5.8.5. The set of all systems X in SDMS such that their
stable and unstable manifolds are pairwise transversal is open in SDMS.

Proposition 5.8.6. Assume dimQ > 1, r > 3(1 + dimQ) and let G be
the subset of SDMS(D) (resp. SDMS(V )) of all systems X such that
their invariant manifolds are pairwise transversal. Then G is open dense in
SDMS(D) (resp. SDMS(V )).

As usual, we say that X ∈ SDMS is structurally stable if there exists
a neighborhood W of X (in the Whitney Cr-topology) and a continuous map
h from W into the set of all homeomorphisms of TQ (with the compact open
topology), such that:

1) h(X) is the identity map;
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2) h(Y ) takes orbits of X into orbits of Y , for all Y ∈W , that is, h(Y ) is a
topological equivalence between X and Y .
If the topological equivalence h(Y ) preserves time, that is, if Xt (resp.
Yt) is the flow map of X (resp Y ) and h(Y )◦Xt = Yt ◦h(Y ) for all t ∈ R,
then we say that h(Y ) is a conjugacy between X and Y .

Recall that the subset of all complete Cr vector fields X on a manifold
M (the flow map Xt of X is defined for all t ∈ R) is open in the set of all
Cr-vector fields with the Whitney Cr-topology.

Proposition 5.8.7. Any complete strongly dissipative mechanical system
where all the stable and unstable manifolds of singular points are in general
position is structurally stable and the topological equivalence is a conjugacy.

If in the last proposition we do not assume the mechanical system to be
complete, the same arguments used in the proof also shows that the corre-
sponding time-one map flow is a Morse–Smale map in the sense presented in
[29], then stable with respect to the attractor A (V,D), which in this case is
the union of the unstable manifolds of all singular points of (V,D).

Example 5.8.8. Let us consider an example of a strongly dissipative mechan-
ical system which does not satisfy the conclusions of Proposition 5.8.6 in
the sense that it does not belong to G; it is the system which describes the
motions of a particle (unit mass) constrained to move on the surface Q of
a symmetric vertical solid torus of R

3 obtained by the rotation around the
x-axis, of a circle defined by the equations y = 0 and x2 + (z − 3)2 = 1. The
potential is proportional to the height function of Q and the dissipative force
D is given by D(v) = −cv, c > 0, for all v ∈ TQ. These data define a strongly
dissipative mechanical system with Q as the configuration space. The metric
of Q is the one induced by the usual inner product of R

3 and the potential
is a well known Morse function with four critical points. The symmetry of
the problem shows that the unstable manifold of dimension one of a saddle
is contained in the stable manifold of dimension 3 of the other saddle hence
they are not in general position since dimTQ = 4.

A dissipative force D is said to be complete if, for any Morse function
V , the vector field associated to (V,D) is complete, that is, all of its integral
curves are defined for all time.

Example 5.8.9. Let us consider a linear dissipative field of forces, that is, a
function D defined by

D(v) = −c(τ(v))v, for all v ∈ TQ

where c : Q → R is a strictly positive Cr function and Q is compact. It is a
simple matter to show that D is a strongly dissipative force. We will show that
D is complete. If it were not the case, there would exist a smooth function
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V : Q → R and a motion t → q(t) of (V,D) whose maximal interval of a
existence is ]α,+∞[ with −∞ < α < 0. We know that d

dt (Em(q̇)) = 〈D(q̇), q̇〉
is negative and also that

0 < |〈D(q̇), q̇〉| ≤ µ|q̇|2 ≤ 2µ(Em(q̇) + k)

where µ > 0 is the maximum of c on Q and k = |ν|, ν being the minimum of
V on Q. For all t, α < t < 0, we may write

−2µ(Em(q̇) + k) ≤ Ėm(q̇) ≤ d

dt
(Em(q̇) + k) < 0

or
d(Em(q̇) + k)
Em(q̇) + k

≥ −2µdt

which implies
Em(q̇) + k ≤ (Em(q̇(0)) + k)e−2µt

and then Em(q̇(t)) is bounded and strictly decreasing, so there exists

lim
t→α−

Em(q̇(t)) = L < +∞.

This shows that |q̇|2 = 2(Em(q̇) − V (q(t)) is also bounded, because V is
bounded; now it is immediate that we have a contradiction.



6 Mechanical systems with non-holonomic
constraints

6.1 D’Alembert principle

Let (Q, 〈, 〉) be a C∞ Riemannian manifold where Q is still called the con-
figuration space. A constraint Σ is a distribution of subspaces on Q, that
is, a map

Σ : q ∈ Q �−→ Σq

where Σq is a (linear) subspace of TqQ with dimΣq = m < n = dimQ, for
all q ∈ Q. Assume also that Σ is C∞, that is, there exist a neighborhood of
each point q ∈ Q and m C∞ local vector fields Y 1, . . . , Y m that generate Σx

in all the points x of the neighborhood above. The Riemannian metric 〈, 〉
enables us to construct Σ⊥

q , the orthogonal subspace to Σq, for any q ∈ Q.
We have, then, two complementary vector subbundles

ΣQ =
⋃
q∈Q

Σq and Σ⊥Q =
⋃
q∈Q

Σ⊥
q

with dimensions (n + m) and n + (n−m), respectively.
There are two well defined C∞ projections denoted by

P : TQ −→ ΣQ and P⊥ : TQ −→ Σ⊥Q

that project each vq ∈ TqQ into the orthogonal components P (vq) ∈ Σq and
P⊥(vq) ∈ Σ⊥

q , respectively.
Let F k, k ≥ 1, to be the set of all Ck fields of external forces and F k

Σ be
the subset of all G ∈ F k such that G(v) = G(Pv) for all v ∈ TQ. Recall that
any G ∈ F k sends the fiber TqQ into the fiber T ∗

qQ, for all q ∈ Q, and notice
that to define G ∈ F k

Σ it is enough to know the values of G on the vectors
v ∈ ΣQ.

A mechanical system with constraints on a Riemannian manifold
(Q, 〈, 〉) is a set (Q, 〈, 〉, Σ,F) of data where F ∈ F k is an external field of
forces and Σ is a C∞ constraint.

For our purposes it is convenient to recall now the classical Frobenius
theorem. A C∞ distribution Σ of dimension m on the manifold Q admits, at
each point q ∈ Q, the local C∞ generator vector fields Y 1, . . . , Y m, defined
in a neighborhood Uq of q. We use to say that a vector-field Y belongs to

W.M. Oliva: LNM 1798, pp. 111–126, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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Σ (Y ∈ Σ) if Yp ∈ Σp for all p where Y is defined. It is clear, by this
definition, that the Y i ∈ Σ, i = 1, . . . ,m. A distribution Σ is said to be
integrable if through each point q ∈ Q passes an integral manifold M,
that is, TxM = Σx for all x ∈ M. A leaf of an integrable distribution Σ is
a maximal integral (immersed) submanifoldM (so any leaf is connected).

Theorem 6.1.1. - Frobenius theorem A C∞ distribution Σ on Q is in-
tegrable if, and only if, Y, Ȳ ∈ Σ implies that [Y, Ȳ ] ∈ Σ.

To check the integrability of Σ it is enough that to each point q ∈ Q and
any corresponding local generators Y 1, . . . , Y m we have that [Y i, Y j ] ∈ Σ for
all i, j = 1, . . . ,m.

The distribution Σ is often given locally (in an open set U) by the zeros
(n − m) linearly independent 1-differential forms ω1, . . . , ωn−m, that is, a
vector vp ∈ TQ, p ∈ U is also in ΣQ if, and only if, ων(p)(vp) = 0 for
all ν = 1, . . . , (n − m). A dual statement for the Frobenius theorem is the
following: The C∞ distribution is integrable if, and only if, to each point q ∈ Q
and (n−m) local forms ων , defined in a neighborhood of q, whose zeros span
Σ, we have that dων ∧ ω1 ∧ . . . ∧ ωn−m = 0, for all ν = 1, . . . , n−m.

When Σ is a non integrable distribution the mechanical system is said to
be non-holonomic. If, otherwise, Σ is integrable, the mechanical system is
said to be semi-holonomic. A true non-holonomic mechanical system is a
non-holonomic one such that the restriction of Σ to any neighborhood of any
point of Q is a (local) non-integrable distribution. If Q is a connected analytic
manifold with an analytic distribution Σ, the concepts “non-holonomic” and
“true non holonomic” coincide.

A C2-curve t �→ q(t) on Q is said to be compatible with a distribution
Σ if q̇(t) ∈ Σq(t) for all t.

Given a mechanical system with constraints: (Q, 〈, 〉, Σ,F), and, in order
to obtain motions on Q compatible with Σ, we have to introduce a field of
reactive forces R ∈ F k

Σ depending on Q, 〈, 〉, Σ and F and to consider the
generalized Newton law:

µ(
Dq̇

dt
) = (F +R)(q̇).

A constraint Σ is said to be perfect (with respect to reactive forces) or to
satisfy d’Alembert principle for constraints if, for any F ∈ Fk, the field
of reactive forces R satisfies

µ−1R(vq) ∈ Σ⊥
q for any vq ∈ ΣQ.

Example 6.1.2. A planar disc of radius r rolls without slipping along another
disc of radius R on the same plane. The equality rdθ1 = Rdθ2 is the physical
condition corresponding to the motion without slipping, θ1 and θ2 being
angles that measure the two rotations. One considers Q = S1 × S1 and Σ
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spanned by the vector fields v = A ∂
∂θ1

+ B ∂
∂θ2

such that ω(v) = 0, ω =
rdθ1 − Rdθ2. Since n = 2 and dimΣ = 1, Σ is an integrable distribution on
the manifold of configurations Q.

Example 6.1.3. Consider the motion of a vertical knife that is free to slip
along itself on a horizontal plane and also free to make pivotations around
the vertical line passing through a point P of the knife. Let (x, y) to be
cartesian coordinates of P in the horizontal plane and ϕ the angle between
the knife and the x-axis. The manifold of configurations Q is R

2 × S1 with
(local) coordinates (x, y, ϕ) and there are physical conditions dx = ds cosϕ
and dy = ds sinϕ, ds being the “elementary displacement”; that implies
(sinϕ)dx = (cosϕ)dy and so Σ on the manifold Q is spanned by the vectors
in the kernel of the 1-differential form

ω = (sinϕ)dx− (cosϕ)dy.

It can be easily seen that Σ is a non integrable distribution.
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Fig. 6.1. Constraints on the motion of a vertical knife.

Example 6.1.4. Consider the motions of a vertical planar disc that one allows
to roll without slipping on a horizontal plane and can also make pivotations
around the vertical line passing through the center. The manifold of configu-
rations Q is R

2 × S1 × S1 with local coordinates (x, y, ϕ, ψ) where (x, y) are
coordinates on the horizontal plane for the point of contact between the disc
and the plane, ϕ is the angle between the x-axis and the intersection of the
plane of the disc with the horizontal plane, and ψ measures the rotation of
the disc when rolling. If r is the radius of the disc, the physical conditions
imply that

dx = ds cosϕ, dy = ds sinϕ and ds = rdψ.
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We define two 1-differential forms ω1 and ω2 by

ω1 = dx− r(cosϕ)dψ and ω2 = dy − r(sinϕ)dψ

and the distribution Σ is spanned by the vectors v ∈ TQ such that ω1(v) =
ω2(v) = 0. So the distribution Σ has dimension m = 2 and the dimension of
Q is n = 4. This analytic distribution is non-integrable.

ϕ
ψ

r

x

y

z

0

Fig. 6.2. Constraints on the motion of a vertical planar disc.

Exercise 6.1.5. Prove, using the Frobenius theorem and also through phys-
ical arguments, that the constraints in Example 6.1.3 and Example 6.1.4 are
non-integrable.

Given a mechanical system with constraints (Q, 〈, 〉, Σ,F), then a C2-
motion t �→ q(t) on Q is compatible with Σ if, and only if,

〈q̇, Zi〉 = 0, i = 1, . . . , (n−m), (6.1)

for each t in the interval of definition of the curve, where the local C∞-vector-
fields (Z1, . . . , Zn−m) form an orthonormal set at each point, are defined in
a neighborhood of q(t) and span the distribution Σ⊥ in all the points of that
neighborhood.

To prove the existence of the field of reactive forces, we start by introduc-
ing the total second fundamental form of Σ:
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B : TQ×Q ΣQ −→ Σ⊥Q, (6.2)

defined as follows: if ξ ∈ TqQ, η ∈ Σq and z ∈ Σ⊥
q , let X,Y, Z, three germs

of vector-fields at q ∈ Q, Y ∈ Σ and Z ∈ Σ⊥, such that X(q) = ξ, Y (q) = η
and Z(q) = z; one defines the bilinear form B(ξ, η) by

〈B(ξ, η), z〉 = 〈∇XY,Z〉(q). (6.3)

We remark that
〈B(ξ, η), z〉 = −〈∇XZ, Y 〉(q), (6.4)

and that therefore the number 〈∇XY,Z〉(q) = −〈∇XZ, Y 〉(q) depends on the
values X(q), Y (q), Z(q), only.

Proposition 6.1.6. (See [26].) If (Q, 〈, 〉, Σ,F), F ∈ F k, k ≥ 1 is a me-
chanical system with perfect constraints, there exists a unique field of reactive
forces R ∈ F k

Σ such that:

(i) µ−1R(vq) ∈ Σ⊥
q for all vq ∈ ΣQ;

(ii) for each vq ∈ ΣQ, the maximal solution t �→ q(t) that satisfies

µ(
Dq̇

dt
) = (F +R)(q̇) (6.5)

and initial condition q̇(0) = vq, is compatible with Σ. Moreover,
(iii) the motion in (ii) is of class Ck+2 and is uniquely determined by vq ∈ ΣQ;
(iv) The reactive field of forces R is given by

R(vq) = µB(vq, vq)− µ([µ−1F(vq)]⊥), ∀vq ∈ ΣQ (6.6)

R(wq) = R(Pwq), otherwise. (6.7)

Proof: Let R̄ ∈ FkΣ be another field of forces in the conditions (i), (ii), (iii)
of the proposition; then by (ii) we obtain

P⊥(
Dq̇

dt
) = P⊥µ−1F(q̇) + P⊥µ−1R̄(q̇),

and so
µ−1R̄(q̇) = P⊥µ−1R̄(q̇) = P⊥(

Dq̇

dt
)− P⊥µ−1F(q̇). (6.8)

From (6.1) one obtains by covariant derivative:

〈Dq̇

dt
, Zi〉+ 〈q̇,∇q̇Zi〉 = 0 (6.9)

and, since (Z1, . . . , Zn−m) is orthonormal we have

P⊥(
Dq̇

dt
) =

n−m∑
i=1

〈(Dq̇

dt
), Zi〉Zi. (6.10)
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From (6.9) and (6.10) it follows

P⊥(
Dq̇

dt
) = −

n−m∑
i=1

〈q̇,∇q̇Zi〉Zi (6.11)

and for t = 0 (6.11) implies

P⊥(
Dq̇

dt
)|t=0 = −

n−m∑
i=1

〈vq,∇vq
Zi〉Zi = B(vq, vq). (6.12)

Then (6.8), for t = 0, gives

µ−1R̄(vq) = B(vq, vq)− P⊥µ−1F(vq), ∀vq ∈ Σq (6.13)

and the uniqueness of the field of forces R ∈ FkΣ follows. Conditions (i) and
(iii) with R given by (iv) are trivial ones. It remains only to prove condition
(ii). Using the expression (6.6) of R(vq), vq ∈ ΣQ, we can look for a C2 curve
t −→ q(t) on Q, compatible with Σ and satisfying (6.5), or, in other words,
verifying

Dq̇

dt
= µ−1F(q̇) + B(q̇, q̇)− [µ−1F(q̇)]⊥ = (6.14)

= P [µ−1F(q̇)] + B(q̇, q̇).

For that, let (Y 1, . . . , Y m) be an orthonormal local basis for Σ, and so we
need to find functions vr(t), r = 1, . . . ,m, such that one has, locally,

q̇(t) =
m∑
k=1

vk(t)Y k. (6.15)

Equation (6.14) is equivalent to the following two equations:

m∑
r=1

〈Dq̇

dt
, Y r〉Y r = P [µ−1F(q̇)], (6.16)

n−m∑
j=1

〈Dq̇

dt
, Zj〉Zj = B(q̇, q̇). (6.17)

But (6.15) and (6.17) give, for any r = 1, . . . ,m:

v̇r(t) +
m∑
k=1

vk(t)〈
DY k

dt
, Y r〉 = 〈P [µ−1F(q̇)], Y r〉. (6.18)

Equations (6.18) define a system of ordinary differential equations that has
a unique solution (vr(t)), r = 1, . . . ,m, provided that the values vr(0), r =
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1, . . . ,m, are fixed as the components of the vector vq ∈ Σq with respect
to the basis (Y 1(q), . . . , Y m(q)) of Σq. On the other hand condition (6.1) is
automatically satisfied because it is precisely (6.10). It is clear that (6.15)
can be integrated giving us t �→ q(t), compatible with Σ, uniquely, since we
can fix q(0) = q ∈ Q. The proof of Proposition 6.1.6 is then complete.

Let us consider again, the vertical lifting operator

Cvq : TqQ −→ Tvq (TQ)

given by the formula (6.21):

Cvq
(wq)

def
=

d

ds
(vq + swq)|s=0.

In natural coordinates of TQ, if

vq = (q, v) = (q1, . . . , qn, v1, . . . , vn),

then Cvq
has the expression

wq = (q, w) = (q1, . . . , qn, w1, . . . , wn) �−→ ((q, v), (0, w)). (6.19)

The following formula holds:

Cvq (Pwq) = TP (Cvqwq) for all vq ∈ ΣQ and wq ∈ TQ (6.20)

where TP denotes the derivative of the projection P : TQ �−→ ΣQ. In fact,

Cvq (Pwq) =
d

ds
(vq + sPwq)|s=0 =

d

ds
P (vq + swq)|s=0

= TP
d

ds
(vq + swq)|s=0 = TPCvq

(wq).

In these local coordinates, since for any C2 curve t �→ q(t) one has Dq̇
dt =∑n

k=1(q̈k +
∑
i,j Γ

k
ij q̇iq̇j)

∂
∂qk

, the expression (6.19) for Cvq implies that

Cq̇(
Dq̇

dt
) = ((q, q̇), (0, (q̈k +

∑
i,j

Γ kij q̇iq̇j)k)) or

Cq̇(
Dq̇

dt
) = q̈ − S(q̇). (6.21)

where we recall the expression of the geodesic flow of 〈 , 〉:

S(q̇) = ((q, q̇), (q̇, (−
∑
i,j

Γ kij q̇iq̇j)) (6.22)

and we also have
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q̈ = ((q, q̇), (q̇, (q̈k)). (6.23)

Since Cq̇ is injective, (6.5) is locally equivalent to the second order ordi-
nary differential equation

q̈ = E(q̇)
def
= S(q̇) + Cq̇([µ−1F + µ−1R]q̇) (6.24)

obtained using (6.5) and (6.21). From (6.20) and (6.1) one obtains

E(q̇) = S(q̇) + Cq̇P ([µ−1F + µ−1R]q̇) + Cq̇P
⊥([µ−1F + µ−1R]q̇)

= TP (S(q̇) + Cq̇([µ−1F + µ−1R]q̇)) +

+ S(q̇)− TP (S(q̇)) + Cq̇P
⊥([µ−1F + µ−1R]q̇). (6.25)

But, by the last proposition the solution t �→ q(t) is compatible with Σ,
that is, q̇ = P q̇, with (6.11) and (6.21) on can write

Cq̇P
⊥([µ−1F + µ−1R]q̇) = Cq̇P

⊥(
Dq̇

dt
) =

Cq̇(
Dq̇

dt
)− Cq̇(P

Dq̇

dt
) =

q̈ − S(q̇)− TP (q̈ − S(q̇)) = TP (S(q̇))− S(q̇) (6.26)

because q̇ = TP q̇ implies q̈ = P q̈. Then (6.25) and (6.26) give us,

E(q̇) = TP (S(q̇) + Cq̇([µ−1F + µ−1R]q̇)) = TP (E(q̇)). (6.27)

The last condition shows, in particular, that given a mechanical system
with constraints (Q, 〈, 〉, Σ,F) there is well defined a vector field vq �→ E(vq)
on the vector bundle ΣQ ⊂ TQ. In fact we have explicitly:

E(vq) = TP (S(vq) + Cvq
[(µ−1F + µ−1R)vq]) = TP (E(vq)) (6.28)

for all vq ∈ Σq.
The vector field (6.28) defined on the manifold ΣQ is a second order

vector-field and then any trajectory is the derivative of its projection on the
configuration space Q.

Exercise 6.1.7. Use the proof above to show, from equation (6.1) and fur-
ther considerations, that one has the following: Given a mechanical system
with perfect constraints (Q, 〈, 〉, Σ,F), F ∈ Fk(k ≥ 1), and denoting by
XF the vector field on TQ corresponding to the mechanical system (with-
out constraints) (Q, 〈, 〉,F), then the vector field E = E(vq) associated to
(Q, 〈, 〉, Σ,F) is given by E = TP (XF ).

The geometrical meaning of the last statement is that at each point vq of
ΣQ we have two elements of Tvq (TQ): the first one is XF (vq) and the other
is its projection E(vq) = TP (XF (vq)) that belongs to Tvq

(ΣQ), that is, we
have on ΣQ the equality E = TP (XF ).
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Example 6.1.8. A rigid body S ⊂ K which besides having a fixed point is
constrained to move in a such a way that the angular velocity is always
orthogonal to a straight line � fixed in S passing through the fixed point.
We assume K = k and B = id. In this case Q = SO(k; 3) and m = 2. Let
(e1, e2, e3) a positively oriented basis with e3 in the direction of � then, as
local coordinates in a neighborhood of any given position of S, one can take
the Euler’s angles (ϕ, θ, ψ) (see Exercise 5.6.20) and the distribution Σ is
characterized by the condition C = ϕ̇ cos θ + ψ̇ = 0 that is, it has a basis
given by the vector fields

X1 =
∂

∂θ
, X2 =

∂

∂ϕ
− cos θ

∂

∂ψ
,

or by the zeros of the one form w = dψ + cos θdϕ. So, by the Frobenius the-
orem, Σ is true non holonomic. In fact [X1, X2] = sin θ ∂

∂ψ . Assume I1, I2, I3
are the moments of inertia with respect to e1, e2, e3, respectively, and that
I1 = I2 �= I3 > 0. The kinetic energy is given by

Kc =
1
2
(I1(ϕ̇2 sin2 θ + θ̇2) + I3(ϕ̇ cos θ + ψ̇)2).

In the metric of SO(k; 3) defined by Kc, the vector field Z = I
− 1

2
3

∂
∂ψ is a

unit vector orthogonal to Σ. Let us show that, in the present case, B(q̇, q̇) =
0. To compute B(q̇, q̇), we recall that α =

∑3
j=1(

d
dt
∂Kc

∂q̇j
− ∂Kc

∂qj
)dqj (here

(q1, q2, q3) = (ϕ, θ, ψ)) satisfies α(v) = 〈Dq̇dt , v〉, v ∈ TQ. Therefore we have

−〈q̇,∇q̇Z〉 = 〈Dq̇

dt
, Z〉

= I
− 1

2
3 (

d

dt

∂Kc

∂ψ̇
− ∂Kc

∂ψ
)

= I
1
2
3

d

dt
(ϕ̇ cos θ + ψ̇). (6.29)

In the present case equation (6.1) becomes ϕ̇ cos θ + ψ̇ = 0 that together
with (6.29) implies B(q̇, q̇) = 0.

6.2 Orientability of a distribution and conservation of
volume

Given a mechanical system with constraints say, with data (Q, 〈, 〉, Σ,F), we
will come back to the flow defined by the vector field on ΣQ of equation
(6.28); such a vector field is also called GMA which stands for Gibbs, Maggi
and Appell, who first derived the equations for mechanical systems with non
holonomic constraints. The statement of Proposition 6.1.6 describes the way
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of finding the C2-motions t �→ q(t) on Q, compatible with the distribution
Σ. In fact we have to look for a C2-curve on Q such that q(0) = p ∈ Q and
q̇(0) = vp ∈ ΣQ and satisfying the equation (6.14), that is

Dq̇

dt
= P [µ−1F(q̇)] + B(q̇, q̇).

Using the E. Cartan structural equations (see section 3.5) it is also possible
to derive the second order ordinary differential equation above. In fact, take
in an open neighborhood Np of p ∈ Q, an orthonormal basis (X1, . . . , Xm) for
Σ and also an orthonormal basis (Xm+1, . . . , Xn) for Σ⊥. Then they define
the orthonormal basis (X1, . . . , Xm, Xm+1, . . . , Xn) of TNp.

Now we are able to introduce the 1-forms ωi on Np by the relations
ωi(Xj) = δij , i, j = 1, . . . , n, and we obtain the dual basis

(ω1, ω2, . . . , ωm, ωm+1, . . . , ωn)

of (X1, X2, . . . , Xn). The corresponding structural equations (3.60) and (3.62)
are:

dωi +
n∑
p=1

ωip ∧ ωp = 0, i = 1, . . . , n,

ωip + ωpi = 0, i, p = 1, . . . , n,

and the distribution Σ is given in terms of these local forms as

Σq = ∩nα=m+1ker ωα(q), for any q ∈ Np. (6.30)

Assume that Σ is perfect, that is, for any given field of external forces F
d’Alembert motions t ∈ I → q(t) ∈ Q imply, for all t ∈ I:

Dq̇

dt
− µ−1F(q̇) ∈ Σ⊥

q(t),

that is, q̇ = q̇(t) satisfies, for all t ∈ I:

ωα(q̇) = 0, α = m + 1, . . . , n, (6.31)

ωk
(
Dq̇

dt
− µ−1F(q̇)

)
= 0, k = 1, . . . ,m. (6.32)

Let us suppose that q̇(t) �= 0 and also that a local vector field W extends
q̇(t), that is, W (q(t)) = q̇(t). Then by (3.26) we have

(∇Wωα)(W ) = W (ωα(W ))− ωα(∇WW ),

that, computed at q(t) gives

(∇q̇ωα)(q̇) = q̇(ωα(q̇))− ωα(
Dq̇

dt
);
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from (6.31) and (3.59) we obtain

ωα(
Dq̇

dt
) +

m∑
i=1

ωαi (q̇)ωi(q̇) = 0, α = m + 1, . . . , n. (6.33)

The total second fundamental form introduced in (6.2) gives us:

B(q̇, q̇) =
n∑

α=m+1

〈B(q̇, q̇), Xα(q(t))〉Xα(q(t))

=
n∑

α=m+1

〈(∇q̇W )(q(t)), Xα(q(t))〉Xα(q(t))

=
n∑

α=m+1

〈Dq̇

dt
,Xα(q(t))〉Xα(q(t))

=
n∑

α=m+1

(
ωα

(
Dq̇

dt

))
Xα(q(t)),

and then

B(q̇, q̇) = −
n∑

α=m+1

[
m∑
i=1

ωαi (q̇)ωi(q̇)]Xα(q(t)). (6.34)

So, (6.33) and (6.34) imply

ωα(
Dq̇

dt
−B(q̇, q̇)) = 0, α = m + 1, . . . , n. (6.35)

Equations (6.32) also gives:

P⊥(
Dq̇

dt
− µ−1F(q̇)) =

Dq̇

dt
− µ−1(F(q̇)),

and so from (6.35) we have

P (
Dq̇

dt
−B(q̇, q̇)) =

Dq̇

dt
−B(q̇, q̇).

Adding the two last equalities we obtain (6.14). If, otherwise, q̇(t) = 0 for
some t ∈ I, the reactive field of forces R can be introduced, anyway, by
continuity. In fact we obtain (6.6) since (6.34) makes sense for any vq ∈ ΣQ:

B(vq, vq) = −
n∑

α=m+1

[
m∑
i=1

ωαi (vq)ωi(vq)]Xα(q); (6.36)

then, R is defined by the next two equalities:

R(vq)
def
= µB(vq, vq)− µP⊥µ−1F(vq), ∀vq ∈ ΣQ,

R(wq)
def
= R(Pwq), ∀wq ∈ TQ.
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Thus, the generalized Newton law µDq̇dt = F(q̇)+R(q̇) has a meaning on TQ
and its flow on TQ leaves ΣQ invariant.

The conservative field of forces F(vq) = −dV (q) defined by a C2 potential
energy V : Q→ R allow us to rewrite (6.14) as

Dq̇

dt
= −(P grad V )q(t) + B(q̇, q̇) (6.37)

and there is the conservation of energy along trajectories on ΣQ. In fact,
if q(t) is such that q̇(0) ∈ Σq(0) and satisfies (6.37) we know by Proposition
6.1.6 that q̇(t) ∈ Σq(t) for all t and we have

d

dt
[Em(q̇(t))] =

d

dt
(
1
2
〈q̇, q̇〉+ V (q(t))) = 〈Dq̇

dt
, q̇〉+ [dV (q(t))]q̇(t)

= 〈−(P grad V )q(t), q̇〉+ 〈(grad V )(q(t)), q̇〉 = 0.

The orientability of a distribution Σ, that is, the orientability of the vector
sub-bundle Σ, can be understood in the following way (see Definition 4.1 of
[39]): “A distribution Σ on the Riemannian manifold (Q, 〈, 〉) is orientable if
there exists a differentiable exterior (n−m)-form Ψ on Q such that, for any q ∈
Q, and any sequence (z1, . . . , zn−m) of elements in Σ⊥

q , Ψq(z1, . . . , zn−m) �= 0
if, and only if, (z1, . . . , zn−m) is a basis of

∑⊥
q ”. In fact this is equivalent to

saying that ΣQ is orientable. In the codimension one case (m = n − 1), D
orientable is equivalent to the existence of a globally defined unitary vector
field N , orthogonal to

∑
q, ∀q ∈ Q.

In ([39] Proposition 4.2) it is proved a necessary and sufficient condition
for the conservation of a volume form in ΣQ:

Proposition 6.2.1. (Kupka and Oliva) If Σ is orientable there is a vol-
ume form on ΣQ invariant under the flow defined by the mechanical system
(Q, 〈, 〉, Σ,F = −dV ) if, and only if, the trace of the restriction of B⊥ (total
second fundamental form of Σ⊥) to Σ⊥Q×Q Σ⊥Q, vanishes.

The conservation of a volume form means that there is a (global) non
zero exterior (n + m)-form ω on ΣQ such that the Lie derivative LXω = 0,
X being the GMA vector field associated to the data (Q, 〈, 〉, Σ,F = −dV ).

Finally we remark that Proposition 6.2.1 remains true for the flow defined
on ΣQ by the equation

Dq̇

dt
= P [µ−1F(q̇)] + B(q̇, q̇)

when F is a positional field of external forces that is, µ−1F is a vector field
on Q (not necessarily a gradient vector field).
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6.3 Semi-holonomic constraints

Let N ⊂ Q, 0 < n = dimN < dimQ = m, a C∞ submanifold, that is, a
C∞ holonomic constraint of a mechanical system (Q, 〈, 〉,F). Take a tubular
neighborhood of N in Q (see Proposition 3.3.1) and p : Ω → N the projection
from the tube Ω onto N (recall that Ω is an open set of Q that contains N).

Fix x ∈ N and consider the fiber p−1(x) ⊂ Ω ⊂ Q. Take y ∈ p−1(x)
and use the Levi-Civita connection to construct Σy as the subspace of TyΩ
whose vectors are obtained from the elements of TxN by parallel transport
along the unique geodesic γ = γ(s) passing through x at t = 0 with velocity
γ̇(0) = exp−1

x (y); we also have γ(1) = y. If we make x vary in N one obtains
on Ω a C∞ distribution. The sequence of data (Ω, 〈, 〉, Σ,F) defines on Ω a
mechanical system with an integrable constraint Σ. This way the holonomic
constraint has been considered as a constraint of a semi-holonomic system.

Exercise 6.3.1. Consider Proposition 6.1.6 applied to the mechanical sys-
tem with constraints (Ω, 〈, 〉, Σ,F); assume the submanifold N ⊂ Ω ⊂ Q
thought of as a holonomic constraint for the holonomic mechanical system
(Q, 〈, 〉,F); compare the field of reactive forces given by (6.6) and (6.7) with
the reaction of the constraint defined in (5.29). Show that the motions com-
patible with N are the same in both cases.

6.4 The attractor of a dissipative system

The next notions and results that will be stated in this chapter, appear in the
paper [26] by G. Fusco and W.M. Oliva. We will describe the discussion that
was made there on the qualitative behavior of the flow defined by the vector
field on ΣQ given by equation (6.28) (called the GMA vector field). We shall
focus our attention on the set A given by the initial conditions in ΣQ of all
global bounded solutions of (6.28). As we shall see, strictly dissipativeness
implies that A is a global attractor.

For the study and the statements we will present from now on a mechan-
ical system (Q, 〈, 〉, Σ,F) with Q compact and Σ perfect. Assume the field
of forces F : TQ→ T ∗Q is a Ck function, k ≥ 1, given by F = d(V ◦ τ) + D̃,
such that V : Q→ R is a Ck+1 function and D = µ−1D̃ is dissipative with
respect to Σ, that is, 〈PD(v), v〉 ≤ 0 for each v ∈ ΣQ, strictly dissipative
if 〈PD(v), v〉 = 0 implies v = 0, strongly dissipative if there is a contin-
uous function c : Q → R

+ \ {0} such that 〈PDv, v〉 ≤ −c|v|2. The GMA is
said to be dissipative (strictly dissipative) if the function V : Q → R is
Ck+1 and D is dissipative (strictly dissipative) with respect to Σ. A strictly
dissipative GMA is said to be strongly dissipative if V is a Morse function
and D is strongly dissipative. Denote by O : Q→ ΣQ ⊂ TQ the zero section
and by XV the vector field on Q defined as the orthogonal projection on Σq

of (gradV )(q), for any q ∈ Q, that is, XV = PgradV .
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Exercise 6.4.1. Compare these notions of dissipativeness with the ones pre-
sented in section 5.8.

Proposition 6.4.2. (i) The set Gk+1 of potential functions V ∈ Ck+1(Q,R)
(k ≥ 1) such that XV (Q) and O(Q) are transversal is open and dense in
Ck+1(Q, .R);

(ii) If V ∈ Gk+1, then the set CV of the critical points of GMA, or
equivalently, the set εV of the equilibria of the underlying dissipative system
is a Ck compact manifold of dimension r = dimQ− dimΣ;

iii) CV , εV depend Ck continuously on V ∈ Gk+1.

From this proposition it follows that, generically, for a holonomic mechan-
ical system (r=0), the set of equilibria is made of a finite number of points;
when r = 1 as in the case of the rigid body in Example 6.1.8, the set of
equilibria is generically the union of a finite number of circles.

Proposition 6.4.3. The trajectories t �→ v(t) of the GMA vector field asso-
ciated with a dissipative system are globally defined in the future and bounded.
If the system is strictly dissipative all trajectories approach the set CV of the
critical points as t → ∞. Moreover if t �→ v(t) is defined also for negative
time and bounded, then v(t) approaches CV as t→ −∞.

Strict dissipativeness implies that all trajectories of GMA approach the
set of critical points but it is not a sufficient condition so that the ω-limit set
of any orbit contains just one point. For instance, when Q is a circle C ⊂ R

3,
s the curvilinear abscissa along C, T the unit vector tangent to C at s, V = 0,
D(vT )(wT ) = −v2w for all v, w ∈ R, the equations of motion take the form
ṡ = v, v̇ = −v3. From that, v → 0 as t → ∞ while s grows unboundedly if
the initial value is not zero. Therefore the ω-limit of any orbit through any
point in TC \O(C) is all the O(C).

The main point in this example is the nongenericity of V ; in fact we know
that for r = 0 and V ∈ Gk+1 the critical points of GMA are isolated and then
the ω-limit set of any orbit must be a single point if the system is strictly
dissipative. In the case r = 1, even for V ∈ Gk+1, the critical points are not
isolated. Using a general theorem in transversality theory have the following
result:

Proposition 6.4.4. Let r = 1. Then there is an open and dense set in Gk+1,
k ≥ 2, such that if a function V is in this set, V is a Morse function and there
are at most a finite number of points in CV for which V |CV is not strictly
monotonic. Moreover, if the system is strictly dissipative, then the ω-limit set
of any orbit of the GMA contains just one point. The same is true for the
α-limit set of any negatively bounded orbit.

The next proposition concerns the case of a generic value of r and gives
conditions in order that the ω-limit of any orbit contains just one point. We
state the theorem without specific reference to the GMA because the result
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can be applied to any evolutionary equation that satisfies the property that
the ω-limit set of any bounded orbit contains only critical points.

Proposition 6.4.5. Suppose that the ω-limit set ω(γ) of a bounded orbit γ of
a vector field X ∈ C1(Ω,Rn) contains only critical points. Then a sufficient
condition in order that ω(γ) contains just one point is that the local center
manifold at each critical point coincides locally with the set of critical points.
A similar result holds true for the α-limit set of a negatively bounded orbit.

We now begin the study of A by giving a characterization of the attractor
and some of its properties.

Proposition 6.4.6. If Φ : D ⊂ (ΣQ) × R → ΣQ is the dynamical system
associated with a Σ-strictly dissipative mechanical system and

A = {x ∈ ΣQ|Φ(x, t) is defined for t ∈ (−∞,+∞) and bounded},

then:

(i) A is compact, connected, invariant and maximal.
(ii) A is uniformly asymptotically stable for the flow Φ.
(iii) A is an upper semicontinuous function of the potential V and of the

dissipative field of force D.
(iv) If Φ1 is the time one map associated with Φ and B = {x ∈ ΣQ|Em(x) <

a} with a sufficiently large a > 0, then A =
⋂
n≥0 Φn1 B.

It is interesting to note that, if the α-limit set of any negatively bounded
orbit contains just one point, as for instance in the cases described in Propo-
sitions 6.4.2, Proposition 4.6 and Proposition 5.6, then A =

⋃
x∈CV

Wu
x ,

Wu
x being the unstable manifold corresponding to the critical point x.
One of the basic questions in the description of the structure of A, which

is a subset of ΣQ, is to see how its relation with the configuration space Q
is. The following theorem says that A is at least as large as Q.

Proposition 6.4.7. Let A be the attractor of a strictly dissipative system.
Then the image of A under the canonical projection τ : TQ → Q is all the
(compact) configuration space.

This result implies that given any point q ∈ Q there is a vq ∈ Σq such
that the orbit of GMA through vq is globally defined and bounded.

The next proposition gives conditions in order that the attractor and the
configuration space have the same dimension.

Proposition 6.4.8. If the GMA is strongly dissipative (so that V is a Morse
function) and A is a differentiable manifold then dimA = dimQ.

In the remaining part of this section we shall discuss some aspects of the
dependence of the attractor on the potential function V and on the dissipative
field of forces D.
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Proposition 6.4.9. Given a strongly dissipative field of forces D ∈ Ck (with
the Whitney topology) there is a neighborhood N of 0 ∈ Ck+1(Q,R) such that,
if AV is the attractor corresponding to V ∈ N and the given D, then

(i) AV is a Ck differentiable manifold and τ |AV is a Ck diffeomorphism of
AV onto Q.

(ii) AV depends Ck continuously on V ∈ N and A0 = O(Q).

Since all the orbits of GMA approach the attractor as t → ∞, once A
is known, an important step towards understanding the flow is to know the
flow of GMA on the attractor. When, as in the situation of the last theorem,
A is diffeomorphic to Q, to study the flow on A is the same as to study a first
order equation on Q. We consider a potential of type εV , V ∈ C2(Q,R), ε ≥ 0,
and a strongly dissipative field of forces D ∈ C1; then Proposition 9.6 implies
that the attractor Aε is a C1 manifold diffeomorphic to O(Q) and approaches
O(Q) in the C1 sense as ε → 0. This implies that τ |Aε is a diffeomorphism
of Aε onto Q if ε is sufficiently small. It follows that given q ∈ Q, there is a
unique point (τ |Aε)−1(q) in Σq ∩Aε. Therefore t �→ q̇ε(t) is an orbit of GMA
in Aε if and only if

q̇ε(t) = (τ |Aε)−1(qε(t)),

that is, if and only if the corresponding motion t �→ qε(t) is a solution of the
first order equation

q̇ε = Xε(q)
def
= (τ |Aε)−1(q).

The vector field Xε depends on Aε and cannot be computed explicitly unless
one knows Aε which is not, in general, the case. Since Aε approaches O(Q) as
ε→ 0, we have Xε(q) approaches zero as ε→ 0, thus we consider the vector

field Y ε def= ε−1Xε which has the same orbits as Xε and study the limit Y 0 of
Y ε as ε→ 0. If Y 0 exists and is structurally stable then for ε sufficiently small
the flow of Xε is topologically equivalent to Y 0. If (q, q̇) = (q, v) are natural
local coordinates on TQ then the function σε := O(Q)→ ΣQ describing Aε
has a local representation q → (q̄(ε, q), v̄(ε, q)), where q̄(ε, .), v̄(ε, .) are C1

functions such that q̄(ε, .)→ id, v̄(ε, .)→ 0, in the C1 topology, as ε→ 0.
Moreover q̄(ε, .) has a C1 inverse because (τ |Aε) is a C1 diffeomorphism

and the same is true for σε.

Proposition 6.4.10. If Aε is a smooth function of ε in the sense that q̄, v̄
and their derivatives with respect to q are continuously differentiable with
respect to ε then, as ε → 0, Y ε converges in the C1 sense to the C1 vector
field given by Y 0 = −(P ◦ (FD))−1P gradV , FD being the fiber (vertical)
derivative of D.

We remark that P ◦ (FD) : ΣQ→ ΣQ is a diffeomorphism because D is
a strongly dissipative field of forces.



7 Hyperbolicity and Anosov systems.
Vakonomic mechanics

7.1 Hyperbolic and partially hyperbolic structures

In Chapter 5, section 5.8, we saw that, generically, holonomic dissipative
mechanical systems have a very simple dynamics with a Morse–Smale flow
and, moreover, they are structurally stable and the topological equivalence
is a conjugacy (see Propositions 5.8.3, 5.8.5, 5.8.6, 5.8.7 and [38]).

During many years the mathematical community believed that structural
stability of flows was generically related with simple structures; in fact, that
is true in two dimensions. But D.V. Anosov ([3]) studied, extensively, special
flows, nowadays called Anosov flows, which are structurally stable and
constitute a class of non trivial and complex dynamical systems. Moreover,
an Anosov flow which is Hölder C1 and has an invariant measure (generated
by a volume form) is ergodic.

The structural stability for Hölder C1 Anosov flows, as well as ergodicity
when there is an invariant measure, were proved by Anosov in his book [3]
where one can also see a proof of the fact that the geodesic flow on the unitary
tangent bundle of a compact Riemannian manifold having all its sectional
curvatures strictly negative satisfies definition 7.1.1 below and, moreover, is
Anosov; other geometrical proofs of this last fact are also available in Arnold
and Avez [5] as well as an analytical proof in Moser [52]. As a matter of
fact, the last result goes back to Hadamard’s work who, essentially, gave a
proof for it; in [31], Hedlund proved the ergodicity of the geodesic flow on
the (3-dimensional) unitary tangent bundle of a closed surface, with constant
and strictly negative curvature, and Hopf in [32], extended the result for the
general case of surfaces with strictly negative curvature.

Definition 7.1.1. Let M be a C∞ compact Riemannian manifold. A non
singular flow T t :M→M is partially hyperbolic if the variational (deriva-
tive) flow DT t : TM→ TM satisfies:

i) for any p ∈M, TpM = Xp ⊕ Yp ⊕Zp, where X ,Y,Z are invariant sub-
bundles of TM, dimXp = � ≥ 1, dimYp = k ≥ 1, Zp ⊃ R( ddt (T

tp)|t=0);
ii) there exist a, c > 0 such that

W.M. Oliva: LNM 1798, pp. 127–143, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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|DT tξ| ≤ a|ξ|e−ct, ∀t ≥ 0, ∀ξ ∈ Xp, p ∈M,

that is |DT tξ| ≥ a−1|ξ|e−ct, ∀t ≤ 0, ∀ξ ∈ Xp, p ∈M;

|DT tµ| ≤ a|µ|ect, ∀t ≤ 0, ∀µ ∈ Yp, p ∈M,

that is |DT tµ| ≥ a−1|µ|ect, ∀t ≥ 0, ∀µ ∈ Yp, p ∈M;

X and Y are said to be uniformly contracting and expanding, respectively;
iii) Z is neutral in the sense that it is neither uniformly contracting nor

uniformly expanding;

If, in particular, Zp = R( ddt (T
tp)|t=0) and (iii) is satisfied then the flow

is said to be hyperbolic or Anosov.

Under that definition one uses to say (see [9] and [56]) that the manifold
M has a partial hyperbolic structure under T t (hyperbolic structure
in the Anosov case).

The flows with hyperbolic behavior on trajectories, and the structure of
manifolds of non positive curvature were considered in two surveys, respec-
tively, by Pesin in [56], and by Eberlein in [18]; both papers present an exten-
sive and fundamental list of references on the subjects under consideration.

In [14], it is constructed an Anosov flow obtained as the quotient by a
suitable vector field of a partially hyperbolic flow over a codimension one true
non-holonomic orientable distribution of a compact Riemannian manifold.
The distribution is constant umbilical and conserves volume (see the previous
Chapter 6, section 6.2). The manifold is supposed to have sufficiently negative
sectional curvatures on the 2-planes contained in the distribution and only
on them. An explicit example is also presented there.

In [13] the authors presented more examples of partially hyperbolic flows
motivated by the study of D-geodesic flows i.e., dynamic free systems (see
(6.37) with V = 0) and non-holonomic, that is, leaving invariant a non-
integrable orientable distribution D (of arbitrary codimension). Suitable con-
ditions properly decouple its variational equation and imply hyperbolic prop-
erties of trajectories; the cases of a general Lie group and of a semi-simple Lie
group are also analyzed (remark that in the present chapter the distribution
is considered as a vector subbundle D of TM while the distribution and the
subbundle D are denoted by Σ, in [13] as well as in Chapter 6).

More precisely, from (6.37) the equation of motion for D-geodesics q on
the configuration space M with a constraint D is obtained making V = 0
and is given by

Dq̇

dt
= B(q̇, q̇) (7.1)

(as a matter of notation, we observe also that the meaning of the total second
fundamental form B in this book there corresponds to −B in [13]). The
variational equation is the one that determines the time evolution A(t)
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of a vector A ∈ T(q0,q̇0)D1 under the derivative DT t of the one parameter
group T t of diffeomorphisms generated by the flow on D1 defined by (7.1). A
solution A(t) of the variational equation, as above, is called a Jacobi field;
the conservation of energy along trajectories on D ⊂ TM implies that the
manifold

D1 = {(q, v) ∈ D : |v| = 1}

is invariant under the flow T t.
From Lemma 7 and Proposition 1 of [13], each Jacobi field A(t) can be

identified with a pair (J(t), DJ(t)
dt ) where J(t) is a vector field along a solution

q(t) of (7.1) and satisfies the differential equation

∇q̇∇q̇J = R(q̇, J)q̇ +∇JB(q̇, q̇), (7.2)

where ∇ is the Levi-Civita connection corresponding to the covariant deriva-
tive D associated to the Riemannian metric on M defined by the kinetic
energy (see [13], Proposition 1).

Let us recall Definition 8 and Lemma 11 of [13] and set

Fp(X,N) := (〈
(
∇q̇B(q̇, Yi)−B(q̇, P∇q̇Yi)

)∣∣∣
t=0

, N〉+

+〈B(X,Yi(0)), B(N,X)〉)Yi(0), (7.3)

for any unitary X ∈ Dp and N ∈ D⊥
p , where q(t) is the unique D-geodesic

such that q(0) = p and q̇(0) = X, and Yi(t) is any orthonormal basis of
Dq(t) ∩ [q̇(t)]⊥. From Lemma 11 of [13] it follows that the value of Fp(X,N)
does not depend on the orthonormal basis, that is, F is well defined (here,
PD is the vector bundle orthogonal projection from TM onto D).

Definition 7.1.2. We say that the distribution D decouples (or that D is a
DC-distribution) if

R̃p(X,N)X + Fp(X,N) = 0

for any X ∈ D1p, N ∈ D⊥
p and p ∈M , where R̃ is the curvature tensor of

the D-adapted connection (see [13], Definition 5):

∇̃ : X (M)× Γ (D)→ Γ (D),

given by
∇̃(X,Y ) = ∇̃XY = ∇XY + B(X,Y ) = PD∇XY.

The properties of ∇̃ are described in Lemma 8 of [13].
The first main result of [13] is stated as follows

Theorem 7.1.3. Let (M, 〈 , 〉) be a compact Riemannian manifold of class
C∞ and D a smooth DC-distribution on M. Suppose that:
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i) the sectional curvatures of 2-planes contained in D satisfy: −K(X,Y )−
〈B(X,X), B(Y, Y )〉−‖B(X,Y )‖2 +2〈B(X,Y ), B(Y,X)〉 ≥ µ2 for some
µ > 0 and all X,Y ∈ D1 , 〈X,Y 〉 = 0;

ii) the symmetric component of B⊥ is zero.

Then the corresponding D-geodesic flow on D1 is partially hyperbolic.

Note that, when the distribution D is involutive (foliation), condition
i) is equivalent to the property that D has leaves with negative sectional
curvature.

The last part of [13] deals with the special case where (M, 〈 , 〉) is a Lie
group G with a left invariant metric and D is a left invariant distribution.
The authors were able to write conditions for D to be a DC-distribution, as
well as for i) and ii) in the first main Theorem 7.1.3, as algebraic equations,
involving only the structure of the Lie algebra of G.

To explain better the above special case, start by remarking that if
(G, 〈 , 〉) is a Lie group with a left invariant metric, and D is a left invari-
ant n dimensional distribution on G, then D is completely determined by an
n-dimensional linear subspace of the Lie algebra g of G. Take an orthonor-
mal basis {ξ1, .., ξn, ξn+1, ..., ξm} of g such that {ξ1, ..., ξn} is a basis of De
(e = idG) and {ξn+1, ..., ξm} is a basis of D⊥

e ; the left invariant vector fields
corresponding to these elements of g will be denoted with the same notation.
Denote, as usual, Christoffel symbols by Γ ijk , ∀i, j, k ∈ {1, ...,m}, where
Γ ijk = 〈∇ξj

ξk, ξi〉. In the sequel, indices when repeated, mean sum over their
ranges. Let X = xjξj ∈ De , with ‖X‖ = 1 and q be the D-geodesic (solution
of (7.1)) such that q̇(0) = X and q(0) = e; then

q̇ = aj(t)ξj .

Define the (m− n)× (m− n) matrix AX by

AXij = ak〈∇ξkξj+n +∇ξj+nξk, ξi+n〉

and note, from Lemma 26 of [13], that condition [De,De] ∈ D⊥
e implies AX

to be a constant matrix.
Consider now a Lie group G with a (discrete) uniform subgroup H, that

is, G/H is compact (see [8]). In [8] it is proved that any connected semi-
simple Lie group has always a uniform subgroup. Recall also that SL(n,R)
is a connected semi-simple Lie group.

The second main result in [13] can be stated is the following way:

Theorem 7.1.4. Let (G, 〈, 〉) be a m-dimensional Lie group with a (discrete)
uniform subgroup H, the metric being left invariant. Suppose that D is a
left invariant n-dimensional DC-distribution on G satisfying [De,De] ∈ D⊥

e .
Assume also that:
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i) the sectional curvatures of 2-planes contained in De verify: −K(X,Y )−
〈B(X,X), B(Y, Y )〉−‖B(X,Y )‖2 +2〈B(X,Y ), B(Y,X)〉 ≥ µ2 for some
µ > 0 and all X,Y ∈ D1e , 〈X,Y 〉 = 0;

ii) for any X ∈ D1e, all the eigenvalues of AX have zero real part.

Then the flow, induced on the compact manifold G/H by the D-geodesic flow
on D1, is partially hyperbolic.

The case of semi-simple Lie groups enable us to obtain a series of more
explicit examples because one can use the classical Cartan decomposition for
the corresponding Lie algebras.

Let us recall the following definitions and results (see [35]):

1. Let g be a Lie algebra. Then θ ∈ Aut(g) is an involution if θ2 = 1.
2. If g is a real semi-simple Lie algebra, then an involution θ on g is called

a Cartan Involution if the symmetric bilinear form

κθ(X,Y ) = −κ(X, θY )

is positive definite, where κ is the so called Killing form of g.
3. Every real semi-simple Lie algebra has a Cartan involution. Moreover any

two Cartan involutions are conjugate via Int(g).
4. Any Cartan involution yields a decomposition on g; let

k = {X ∈ g| θ(X) = X},

p = {X ∈ g| θ(X) = −X},
then g = k⊕ p (Cartan decomposition).

5. The following properties hold:

[k, k] ⊂ k, [k, p] ⊂ p, [p, p] ⊂ k,

κθ(k, p) = κ(k, p) = 0,

κ|k is negative definite, κ|p is positive definite.

On a semi-simple Lie group G with Lie algebra g, let us consider the left
invariant distribution defined by De = p and an arbitrary metric such that
p and k are orthogonal, that is, such that D⊥

e = k. In this case we will have,
as a consequence of the properties of the Cartan decomposition, that most
of hypotheses of Theorem 7.1.3 are automatically satisfied. In fact, using the
notations above, we have that:

〈∇ξiξj , ξl〉 =
1
2

(〈[ξi, ξj ], ξl〉+ 〈[ξl, ξi], ξj〉+ 〈[ξl, ξj ], ξi〉) = 0,

〈∇ξµξν , ξj〉 =
1
2

(〈[ξµ, ξν ], ξj〉+ 〈[ξj , ξµ], ξν〉+ 〈[ξj , ξν ], ξµ〉) = 0,

for any i, j, l ∈ 1, ..., n , µ, ν ∈ n + 1, ...,m.
It can be proved that:
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Proposition 7.1.5. Under the definitions above, the distribution D is a DC-
distribution, B⊥s = 0 and ȧj(t) = 0 for all t.

Remark 7.1.6. Using Cartan decomposition, De = p and an arbitrary metric
such that D⊥

e = k, the curvature tensor is given by:

R̃(X,Y,X, Y ) =

= −1
2
(〈[[X,Y ], X], Y 〉+ 〈[Y, [X,Y ]], X〉 − 〈[X,Y ], [X,Y ]〉),

for all X,Y ∈ D. Also, in the case of matrices with trace metric:

〈X,Y 〉 = Trace (XY T ),

we have
R̃(X,Y,X, Y ) =

3
2
〈[X,Y ], [X,Y ]〉

for all X,Y ∈ D. The symmetric part of B satisfies Bs = 0 and

K̃(X,Y ) + 2〈Ba(X,Y )B(X,Y )〉 = −〈[X,Y ], [X,Y ]〉

for all X,Y ∈ D1, where Ba is the skew-symmetric part of B. Finally, if there
exists a basis ξ1, . . . , ξn of De such that {[ξi, ξj ]i<j} is a linearly independent
set, then it follows that

K̃(X,Y ) + 2〈Ba(X,Y ), B(X,Y )〉 < 0

for all X,Y ∈ D1, X ⊥ Y . In particular, for a connected semi-simple Lie
group of matrices, with De = p, dimDe = 2 and endowed with a metric
which is a positive multiple of the trace metric, D⊥

e = k, then all conditions
of Theorem 7.1.3 are fulfilled if we consider M as the (compact) quotient of
the group G by a (discrete) uniform subgroup.

Proposition 7.1.5 and Remark 7.1.6 show that distributions generated by
the Cartan decomposition of a semi-simple Lie algebra of matrices provide
examples for Theorems 7.1.3 and 7.1.4. In codimension 1 we mention, ex-
plicitly, SL(2,R) and the connected subgroup of SL(3,R) with Lie algebra
spanned by

ξ1 =

0 1 0
1 0 0
0 0 0


ξ2 =

0 0 1
0 0 0
1 0 0


ξ3 =

0 0 0
0 0 1
0 −1 0

 .



7.2 Vakonomic mechanics 133

Remark 7.1.7. It is interesting to observe that if G = SL(n,R) and the met-
ric is given by the trace, it occurs a left action of the compact group SO(n) on
SL(n,R), and, moreover, SO(n) leaves invariant the metric and the distribu-
tion. Then, SO(n) provides a momentum map (see [47]) for the D-geodesic
flow. When n = 2 the final reduced system is Anosov, and can be identi-
fied with the geodesic flow of a compact surface of negative curvature; that
compact manifold is diffeomorphic to the quotient SO(2)\SL(2,R)/H.

In codimension greater than one, we deal with the family of semi-simple
Lie groups SO(n, 1) (see [35]), whose Lie algebra is so(n, 1) = {X ∈ gl(n +

1) / XtIn1+In1X = 0}, where In1 =
(
−In 0
0 1

)
, In the n-dimensional identity

matrix.
Thus, if we consider the Cartan decomposition so(n, 1) = De ⊕ D⊥

e , we

have De =
(

0 v
vt 0

)
, v ∈M(n× 1) and D⊥

e =
(

X 0
0 0

)
, X ∈ so(n). It is easy

to see that the condition in Remark 7.1.6 is fulfilled, which proves that the
family SO(n, 1) , n ∈ N, with the trace metric, provides a class of examples
for Theorems 7.1.3 and 7.1.4 if M is the (compact) quotient of SO(n, 1) by
a (discrete) uniform subgroup.

In [28], Gouda regarded a magnetic field as a closed 2-form-B̃ on a Rie-
mannian manifold M and defined a magnetic flow which is, in fact, a per-
turbation of a geodesic flow. A sufficient condition is presented there for a
magnetic flow to become an Anosov flow (see [28], Theorem 7.2). The second
order differential system considered in [28] is a holonomic mechanical system;
the closed 2-form B̃ on M defines the Lorentz field of forces:

Ω : TM → T ∗M,

by Ω(vp)(wp) = B̃p(wp, vp) for all vp, wp ∈ TpM . The generalized Newton
law (see Chapter 5, section 5.1) defines, for that field of forces, the second
order mechanical system introduced by Gouda:

µ

(
Dq̇

dt

)
= Ω(q̇),

where µ : TM → T ∗M is the Legendre transformation (mass operator).
It is our understanding that many interesting questions, especially in the

above non-holonomic context, can be analyzed trying to obtain more exam-
ples giving rise to other kinds of complex and hyperbolic dynamics.

7.2 Vakonomic mechanics

Non-holonomic mechanics has two fundamental approaches for its develop-
ment. One is based in the D’Alembert principle for which we gave the foun-
dations in Chapter 6. It is well known that D’Alembert approach, for (true)
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non-holonomic mechanics, does not have a parallel within the so called vari-
ational principles.

In [6], Arnold, Kozlov and Neishtadt introduced non-holonomic Mechanics
under the Lagrange variational point of view for constrained systems; then
it appeared the so-called Vakonomic Mechanics. Vershic and Gershkovich
also developed that approach including in the survey [60] many of the recent
contributions that appeared in this field of geometric mechanics.

In the paper [39] on non-holonomic mechanics the authors put in evi-
dence the main differences between the D’Alembertian and the vakonomic
approaches. In both cases there is a configuration space represented by
a connected C∞ Riemannian manifold (Mn, g) and a (non holonomic)
constraint defined by a smooth (not necessarily integrable) distribution
D ⊂ TM with constant rank m, 0 < m < n. The metric g, also de-
noted by 〈 , 〉, defines the Levi-Civita connection and the kinetic energy
K : TM → R given by K(ξ) = 1

2 〈ξ, ξ〉, ξ ∈ TM ; the potential energy
is a smooth function V : M → R that will define the conservative field
of external forces. In D’Alembertian non holonomic mechanics the trajecto-
ries satisfy the so called D’Alembert principle that states (see [12], [26],
[48], [11], [36]): the difference between the acceleration of the trajectory
q = q(t) and the external force (−grad V )(q(t)) is orthogonal to Dq(t) for all
t ∈ [a0, a1] (here grad V is defined by dV (·) = 〈grad V, ·〉). As we will see in
the sequel, vakonomic mechanics deals with the Hilbert manifold structures
of some special sets called D-spaces, mainly H1(M,D, [a0, a1],m0) (resp.
H1(M,D, [a0, a1],m0,m1)) that is, with the set of all absolutely continuous
curves q : [a0, a1] → M , compatible with D such that q(a0) = m0 ∈ M
(resp. q(a0) = m0, q(a1) = m1 ∈ M), and it is also considered the corre-
sponding evaluation map ev1 : H1(M,D, [a0, a1],m0) → M, ev1(q) = q(a1).
The regular and critical points of the smooth map ev1 lying in ev−1

1 (m1) =
H1(M,D, [a0, a1],m0,m1) are called regular and singular curves, respec-
tively, associated to the value m1 of ev1. The singular curves are characterized
properly and it is remarkable that they do not depend on the Riemannian
metric g but only on D.

The variational non holonomic (vakonomic) mechanics works with trajec-
tories that are determined by a variational approach; in fact each vakonomic
trajectory corresponding to the data (M,K,D, V ) is an stationary point of
a Lagrangian functional L given by

L(q) =
∫ a1

a0

[
1
2
‖q̇‖2 − V (q)

]
dt;

L is defined on the Hilbert manifold H1(M, [a0, a1]) and restricted to

H1(M,D, [a0, a1],m0,m1)

where q(a0) = m0, q(a1) = m1. The regular stationary points of L are the
vakonomic trajectories and correspond to presentations already consid-
ered, recently, in the literature (see [6], [60], [11] and [63]). The second order
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ordinary differential equation for the regular vakonomic trajectories defines
a flow of a Hamiltonian vector field on the manifold TM = D ×M D⊥, so
the solutions of that vector field are, then, of the type (q̇(t), P (t)) where
q̇(t) ∈ Dq(t) and P (t) ∈ D⊥

q(t) , for all t ∈ [a0, a1], q = q(t) being a regu-
lar vakonomic trajectory. Locally, the components of P (t) correspond to the
classical Lagrange multipliers. For a sake of notation we have the direct sum
decomposition TM = D⊕D⊥ and PD, PD⊥ denote the associated orthogonal
projections on D, D⊥, respectively.

For the sake of motivation and completeness we would like to mention
that if we restrict ourselves to a free dynamics i.e, if the potential energy
function V is zero, the non holonomic mechanics is related with some ge-
ometric studies and concepts: d’Alembertian mechanics with the so called
D-geodesic flows and vakonomic mechanics with sub-Riemannian geometry.
For an exposition on sub-Riemannian geometry and its relation with other
domains of mathematics, see [37]; for a survey on singular curves see [51]. We
remark that some of the definitions and techniques already mentioned can be
extended to more general Lagrangian functionals and also to affine and non
linear constraints (see [6], [48], [36], [60], [11], [63]).

Since Mechanics is not just an abstract mathematical theory but is rele-
vant to many practical problems, it is appropriate to ask the following ques-
tion: does the nature follow D’Alembert or vakonomic mechanics? Lewis and
Murray have performed careful experiments to address this question. They
present their results in [41] and show that with the addition of friction terms
to the D’Alembertian (non-holonomic in their terminology) model, there is
a reasonable agreement between the experimental data and theoretical com-
putations.

7.2.1 Some Hilbert manifolds

H1(M) will denote the space of all curves q : J → M , J an interval, which
are absolutely continuous and the function t ∈ J �→ K

(
Tq
dt (t)

)
is locally

integrable.
For a0, a1 ∈ R, a0 < a1, let H1(M, [a0, a1]) denote the subset of H1(M)

of all curves q : [a0, a1] → M contained in H1(M). Given m0,m1 ∈ M ,
H1(M, [a0, a1],m0) (resp. H1(M, [a0, a1],m0,m1)) is defined as the subset of
H1(M, [a0, a1]) of all q such that q(a0) = m0 (resp. q(a0) = m0, q(a1) = m1).
Clearly

H1(M, [a0, a1],m0,m1) ⊂ H1(M, [a0, a1],m0) .

It is well known that H1(M, [a0, a1]) is a Hilbert manifold and the subsets
H1(M, [a0, a1],m0) , H1(M, [a0, a1],m0,m1) are submanifolds of it. If q ∈
H1(M, [a0, a1]), the tangent space TqH

1(M, [a0, a1]) to H1(M, [a0, a1]) at
q is the space of all H1 sections η of the vector bundle q∗TM → [a0, a1]
where q∗TM is the pull back of the tangent bundle πTM : TM → M by
q. This corresponds to the set of all H1 curves η : [a0, a1] → TM such
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that πTM ◦ η = q. If q ∈ H1(M, [a0, a1],m0) (resp. H1(M, [a0, a1],m0,m1)),
then TqH

1(M, [a0, a1],m0) (resp. TqH
1(M, [a0, a1],m0,m1)) is the subspace

of all η ∈ TqH
1(M, [a0, a1]) such that η(a0) = 0q(a0) (resp. η(a0) = 0q(a0),

η(a1) = 0q(a1)). Here 0m, for m ∈ M , is the zero of the space TmM . The
manifold H1(M, [a0, a1]) is endowed with the Riemannian metric G: if η ∈
TqH

1(M, [a0, a1]), then G(η) =
∫ a1

a0
g(η(t))dt.

7.2.2 Lagrangian functionals and D-spaces

The Lagrangian function L : TM → R defines a Lagrangian functional
L : H1(M, [a0, a1]) → R by the expression L(q) =

∫ a1

a0
L
(
Tq
dt

)
dt. Remark

that L is smooth.
Let us define the subset H1(M,D, [a0, a1])of H1(M, [a0, a1])as:{

q ∈ H1(M, [a0, a1]) |
Tq

dt
(t) ∈ Dq(t) for almost all t ∈ [a0, a1]

}
.

We define also:

H1(M,D, [a0, a1],m0) = H1(M, [a0, a1],m0) ∩H1(M,D, [a0, a1]) ,
H1(M,D, [a0, a1],m0,m1) = H1(M, [a0, a1],m0,m1) ∩H1(M,D, [a0, a1]) .

Finally if q ∈ H1(M, [a0, a1]) we introduce H1Dq ([a0, a1])given by{
η ∈ TqH

1(M, [a0, a1], q(a0), q(a1)) | η(t) ∈ Dq(t) for all t ∈ [a0, a1]
}
.

7.3 D’Alembert versus vakonomics

We start with the definitions of D’Alembertian and vakonomic trajectories
and after that we make a comparison between them.

A curve q ∈ H1(M,D, [a0, a1]) is called a D’Alembertian trajectory of
the mechanical system with constraints (M,K,D, V ) if the differential dL(q)
of L at q annihilates the subspace

H1Dq ([a0, a1]) ⊂ TqH
1(M, [a0, a1], q(a0), q(a1)).

Let q ∈ H1(M,D, [a0, a1]); then q is called a vakonomic trajectory of
the mechanical system with constraints (M,K,D, V ) if q is a stationary
point for the restriction of L to the subset H1(M,D, [a0, a1], q(a0), q(a1))
of H1(M, [a0, a1], q(a0), q(a1)). Note that this means:
for any C1 curve λ ∈]− ε, ε[�→ Qλ ∈ H1(M, [a0, a1], q(a0), q(a1)), ε > 0, such
that

1. Q0 = q, and
2. Qλ ∈ H1(M,D, [a0, a1], q(a0), q(a1)),
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then d
dλ (L(Qλ)) |λ=0 = 0.

As we will see below, it may happen that H1(M,D, [a0, a1], q(a0), q(a1)) is
not a submanifold of H1(M, [a0, a1], q(a0), q(a1)). But if q is a smooth point
of H1(M,D, [a0, a1], q(a0), q(a1)) then TqH

1(M,D, [a0, a1], q(a0), q(a1)), tan-
gent space of H1(M,D, [a0, a1], q(a0), q(a1)) at q is not H1Dq ([a0, a1]) un-
less D is integrable. In that case H1(M,D, [a0, a1], q(a0), q(a1)) is always
a submanifold and for any q ∈ H1(M,D, [a0, a1],m0,m1) we have that
TqH

1(M,D, [a0, a1],m0,m1) = H1Dq ([a0, a1]).

7.4 Study of the D–spaces

In order to characterize the non-holonomic trajectories, we need a few facts
about the Hilbert manifolds associated to distributions that we already called
the D–spaces.

7.4.1 The tangent spaces of H1(M, D, [a0, a1], m0)

For the determination of the tangent structure to H1(M,D, [a0, a1],m0) we
need an explicit determination of it as a submanifold of H1(M, [a0, a1],m0).
To do this the most convenient way is to embed the Riemannian manifold
(M, g) isometrically into (RN , ‖ ‖) where ‖ ‖2 =

∑N
i=1 dx2

i . This is possible
with a suitable N , by the Nash–Moser embedding theorem. For simplicity
of notation we may assume M ⊂ R

N and, in this case, TM , D and D⊥ are
subsets of M × R

N . Let E be the normal bundle over M , that is, the union
E = ∪m∈MT⊥

mM ⊂ M × R
N where T⊥

mM is the subset of R
N orthogonal

to TmM with respect to the Riemannian manifold (RN , ‖ ‖). So we have the
direct sum TmM ⊕ T⊥

mM = R
N for each m ∈M , and dimE = N . Take now

a tubular neighborhood (T, f) of M in R
N (see section 3.3) that means a

smooth diffeomorphism f : T → Ω from a open neighborhood T of the zero
section in E onto an open set Ω in R

N , Ω ⊃ M , such that f(0m) = m for
any zero vector 0m ∈ E, m ∈M . If π : M ×R

N →M is the first projection,
the map p = (π|E) ◦ f−1 : Ω → M is a projection (p2 = p); the pair (Ω, p)
also represents the tubular neighborhood of M in R

N . The set Ω is called
the tube in R

N and T is said to be a tube in E; they play the same role and
can be identified by the diffeomorphism f . The open set Ω, M ⊂ Ω ⊂ R

N ,
can be endowed with a distribution D̂ where D̂y, y ∈ Ω, is obtained from
Dp(y) ⊂ Tp(y)M by translation (in R

N ). One can also define on Ω another
distribution D̂⊥ such that D̂⊥

y ⊂ R
N is the orthogonal complement to D̂y with

respect to (RN , ‖ ‖), that is, D̂y ⊕ D̂⊥
y = R

N . Denote by P (y) : R
N → D̂⊥

y

the orthogonal projection. It is clear that D̂|M = D and that D̂⊥∩TM = D⊥.
Given q0 ∈ H1(Ω, [a0, a1],m0), the compactness of q0([a0, a1]) implies that
there exists a number r > 0 such that if t ∈ [a0, a1] and x ∈ Ω are such
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that ‖q0(t) − x‖ < r, then the restriction of P (q0(t)) to D̂⊥
x ⊂ R

N induces
an isomorphism D̂⊥

x → D̂⊥
q0(t). Let us denote by H1L2(D̂⊥, [a0, a1],m0) the

space of all equivalent classes of curves (q, z) : [a0, a1] → D̂⊥ such that
q : [a0, a1] → Ω belongs to H1(Ω, [a0, a1],m0), and that t ∈ [a0, a1] →
‖z(t)‖, z(t) ∈ D̂⊥

q(t) ⊂ R
N , is in L2 (we also set that z ∈ L2(D̂⊥

q , [a0, a1])).

Consider U ⊂ H1L2(D̂⊥, [a0, a1],m0) as the subset of all classes (q, z) such
that ‖q(t)− q0(t)‖ < r for all t ∈ [a0, a1]. Define

ΦU : U → H1(RN , [a0, a1], 0)× L2(D̂⊥
q0 , [a0, a1])

as : ΦU (q, z) = (q′, z′) where q′ = q − q0 and for a.e t ∈ [a0, a1], z′(t) :=
P (q0(t))z(t) ∈ D̂q0(t) (so z′ ∈ L2(D̂⊥

q0 , [a0, a1])). Clearly the image of ΦU

in the Hilbert space H1(RN , [a0, a1], 0) × L2(D̂⊥
q0 , [a0, a1]) is an open sub-

set and the ΦU provide an atlas of charts of the manifold structure on
H1L2(D̂⊥, [a0, a1],m0). Define a mapping

Π : H1(Ω, [a0, a1],m0)→ H1L2(D̂⊥, [a0, a1],m0)

as follows: if q ∈ H1(Ω, [a0, a1],m0), Π(q) is the equivalence class of
(q, P (q)dqdt ) where z = P (q)dqdt is the equivalence class of the curve t ∈
[a0, a1] �→ z(t) = P (q(t))dq(t)dt . One can see that H1(Ω, D̂, [a0, a1],m0) =
Π−1(Z) where Z is the “zero section”; Z ⊂ H1L2(D̂⊥, [a0, a1],m0) is the
manifold defined as

Z =
{
(q, 0q) : q ∈ H1(Ω, [a0, a1],m0), 0q(t) = 0q(t)

}
where 0q(t) is the zero of D̂⊥

q(t). For simplicity we set as j1q the equivalence

class of (q, P (q) dqdt ). Again let q0 ∈ H1(Ω, [a0, a1],m0) and let

Tq0Π : Tq0H
1(Ω, [a0, a1],m0)→ Tj1q0H

1L2(D̂⊥, [a0, a1],m0)

be the tangent mapping of Π at q0. The local chart (U,ΦU ) identifies the
vector space Tj1q0H

1L2(D̂⊥, [a0, a1],m0) with the Hilbert space

H1(RN , [a0, a1], 0)× L2(D̂⊥, [a0, a1]).

Let
Vq0 : Tq0H

1(Ω, [a0, a1],m0)→ L2(D̂⊥, [a0, a1])

be the composition of Tq0Π with the canonical projection. Let us compute
Vq0(χ) for χ ∈ Tq0H

1(Ω, [a0, a1],m0); take a C1 curve λ ∈] − ε, ε[→ Qλ ∈
H1(Ω, [a0, a1],m0), Q0 = q0 and TQλ

dλ |λ=0 = χ ∈ Tq0H
1(Ω, [a0, a1],m0) ∼=

H1(RN , [a0, a1],m0). Then

Vq0(χ) = P (q0)
dχ

dt
+ dP (q0)[χ]

dq0

dt
.
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Cauchy’s theorem tells us that given η ∈ L2(D̂q0 , [a0, a1],m0) there exists a
χ such that

P (q0)
dχ

dt
+ dP (q0)[χ]

dq0

dt
= η

and χ(a0) = 0; then Vq0 is surjective. Let, q0 ∈ H1(Ω, D̂, [a0, a1],m0).
Then Π(q0) ∈ Z. But it is easy to see that the space normal to Z at
Π(q0) is L2(D̂⊥

q0 , [a0, a1]) in the identification of Tj1q0H
1L2(D̂⊥

q0 , [a0, a1],m0)
with H1(RN , [a0, a1], 0)×L2(D̂⊥

q0 , [a0, a1]). Hence Π is transversal to Z. This
shows, since m0 ∈M , that

H1(Ω, D̂, [a0, a1],m0) = H1(M, D̂|M , [a0, a1],m0)

is a submanifold of H1(Ω, [a0, a1],m0) (see Remark 7.4.2). If

q0 ∈ H1(M, D̂, [a0, a1],m0) = H1(Ω, D̂, [a0, a1],m0)

and if λ ∈] − ε, ε[→ Qλ ∈ H1(Ω, D̂, [a0, a1],m0) is a C1 curve such that
Q0 = q0 and TQλ

dλ |λ=0 = χ, then P (q0)dχdt = PD⊥∇tχ and dP (q0)[χ]dq0dt =

−BD(χ, Tq0dt ), where as set, PD⊥ is the orthogonal projection from the tangent
bundle TM of M onto the subbundle D⊥ = D̂⊥ ∩ TM . Hence we get that
Tq0H

1(M,D, [a0, a1],m0) = Tq0H
1(Ω, D̂, [a0, a1],m0).

Proposition 7.4.1. The D-space H1(M,D, [a0, a1],m0) is a submanifold of
H1(M, [a0, a1],m0) and the tangent space Tq0H

1(M,D, [a0, a1],m0) at q0 ∈
H1(M,D, [a0, a1],m0) is the set of all J ∈ Tq0H

1(M, [a0, a1],m0) (which is
isomorphic to the H1 sections of the pull back q∗TM of TM by q0) such that
PD⊥∇tJ = BD(J, Tq0dt ).

Remark 7.4.2. Let Ω be an open subset of R
N , endowed with a distribution

D̂ with constant rank m. Let M ⊂ Ω be a closed submanifold such that for
any point y ∈M , D̂y ⊂ TyM . Then if q ∈ H1(Ω, D̂, [a0, a1],m0) and m0 ∈M ,
q has values on M . It is clear that H1(M, D̂|M , [a0, a1],m0) is contained in
H1(Ω, D̂, [a0, a1],m0), so H1(M, D̂|M , [a0, a1],m0) = H1(Ω, D̂, [a0, a1],m0).
Let TM = {t ∈ [a0, a1] : q(t) ∈M}. Since M is closed and q is continuous,
TM is closed in [a0, a1]. TM contains a0 since q(a0) = m0 ∈ M . Assume
that TM �= [a0, a1]. Let t̄ = inf {t ∈ [a0, a1] : t /∈ TM} , a0 ≤ t̄ < a1. We
can choose a (curvilinear) chart of R

N , (O, x1, . . . , xm, y1, . . . , ys, z1, . . . , zu)
where m = rankD, m + s = n = dimM , such that:

i) q(t̄) ∈ O, xi(q(t̄)) = 0, yj(q(t̄)) = 0, zk(q(t̄)) = 0, 1 ≤ i ≤ m, 1 ≤ j ≤
s, 1 ≤ k ≤ u, ;

ii) M ∩O = {z1 = · · · = zu = 0};
iii) D̂q(t̄) = {dy1 = · · · = dys = dz1 = · · · = dzu = 0}.

Restricting O, if necessary, we can assume that D̂ = {dy = Adx, dz = Bdx},
where A : O → Mat (s × m) and B : O → Mat (u × m) are two smooth
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matrix valued functions. The fact that D̂y ⊂ TyM for all y ∈ M can be
expressed as B(x, y, 0) = 0 for all (x, y, 0) ∈ O. Restricting O again, there
exist smooth matrix valued functions Bk : O → Mat (u × m) such that

B =
u∑
k=1

zkBk. Let Q be a closed ball centered at q(t̄) of positive radius, such

that Q ⊂ O. There exists ε0 > 0 such that q(t) ∈ Q if t ∈ [t̄ − ε, t̄ + ε].
Let ξ(t) = x(q(t)), η(t) = y(q(t)) and z(t) = η(t) for t ∈ [t̄− ε, t̄ + ε]. Then if
t ∈ [t̄−ε, t̄+ε], z(t) =

∫ t
t̄

[∑u
k=1 zk(τ)Bk(ξ(τ), η(τ), z(τ)) dξ(τ)dτ

]
dτ . (Since TM

is closed, t̄ ∈ TM and z(t̄) = 0). Since Q is compact, there exists a constant
C > 0 such that ‖Bk(p) v‖u ≤ C√

u
‖v‖m for all 1 ≤ k ≤ u, p ∈ Q, v ∈ R

m;
here ‖ ‖u (resp. ‖ ‖m) means the Euclidean norm in R

u (resp. R
m). Hence

on [t̄− ε0, t̄ + ε0] we have

‖z(t)‖u ≤
∣∣∣∣∣
∫ t

t̄

[
C√
u

u∑
k=1

|zk(τ)| ‖dξ(τ)
dτ
‖m

]
dτ

∣∣∣∣∣
≤ C

∣∣∣∣∫ t

t̄

[
‖z(τ)‖u ‖

dξ(τ)
dτ
‖m

]
dτ

∣∣∣∣ .
Let

ε = min

ε0 ,
1
4

(
C2

∫ t̄+ε0

t̄

‖dξ(τ)
dτ
‖2u dτ

)−1


and take µ = sup {‖z(t)‖u , t̄ ≤ t ≤ t̄ + ε}. Therefore for all t ∈ [t̄, t̄ + ε]:

‖z(t)‖u ≤ Cµ
√
ε

(∫ t̄+ε0

t̄

‖dξ(τ)
dτ
‖2m dτ

)1/2

≤ µ

2

and so we get µ ≤ µ
2 . Hence µ = 0 and q(t) ∈ M for all t ∈ [t̄, t̄ + ε]. This

contradicts the definition of t̄.

7.4.2 The D–space H1(M, D, [a0, a1], m0, m1). Singular curves

As we already said, H1(M,D, [a0, a1],m0,m1) is the subset of all curves q ∈
H1(M,D, [a0, a1],m0) such that q(a1) = m1 and

ev1 : H1(M,D, [a0, a1],m0)→M

is the smooth map given by ev1(q) = q(a1). It is clear that

ev−1
1 (m1) = H1(M,D, [a0, a1],m0,m1);

so H1(M,D, [a0, a1],m0,m1) is closed in H1(M,D, [a0, a1],m0) and we want
to study when ev−1

1 (m1) is a smooth submanifold of H1(M,D, [a0, a1],m0).
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For a given q0 ∈ H1(D, [a0, a1],m0,m1), q0 is a regular point of ev1 (which
implies that ev−1

1 (m1) will be a submanifold in an open neighborhood of q0
in H1(D, [a0, a1],m0)) if, and only if, the derivative of ev1 at q0, Tq0ev1 :
Tq0H

1(M,D, [a0, a1],m0)→ Tq0(a1)M , is a surjection. If q0 is not regular it is
called a critical point of ev1 and we say often that q0 is a singular curve
(see Remark 7.4.4, below). Then Tq0ev1 is not a surjection if, and only if,
there exists a vector w �= 0 in Tq0(a1)M = Tm1M such that 〈J(a1), w〉 = 0
for all J ∈ Tq0H

1(M,D, [a0, a1],m0). In order to analyze this condition we
need some notation: J = J ′ + J ′′, J ′ = PD⊥J , J ′′ = PDJ ; for Y ∈ Dm, let
us denote by BD(Y ) : TmM → D⊥

m the operator BD(Y )X = BD(X,Y ) and
B∗

D(Y ) : D⊥
m → TmM the adjoint of BD(Y ) with respect to 〈, 〉, that is, for

any P̃ ∈ D⊥
m and any X ∈ TmM , we have 〈B∗

D(Y )P̃ ,X〉 = 〈P̃ , BD(Y )X〉.
Call B∗′ = PD⊥B∗

D, B∗′′ = PDB∗
D. We also have w = w′ + w′′, w′ ∈ D⊥

m1

and w′′ ∈ Dm1 . Let P be the vector field along q0 ∈ H1(M,D, [a0, a1],m0)
with values on D⊥, solution of the Cauchy problem :

PD⊥∇tP + B∗′(q̇0)P = 0, P (a1) = w′.

Then

〈J(a1), w′〉 = 〈J(a1), P (a1)〉 =
∫ a1

a0

[〈∇tJ, P 〉+ 〈J,∇tP 〉] dt.

But

〈∇tJ, P 〉 = 〈PD⊥(∇tJ), P 〉 = 〈BD(J, q̇0), P 〉 = 〈J,B∗
D(q̇0)P 〉

and, so,

〈J(a1), P (a1)〉 =
∫ a1

a0

〈J,∇tP + B∗
D(q̇0)P 〉dt

=
∫ a1

a0

〈J ′′, PD∇tP + B∗
D

′′(q̇0)P 〉dt,

where q̇0 = Tq0
dt . Since

0 = 〈J(a1), w〉 = 〈J(a1), w′ + w′′〉 = 〈J(a1), P (a1)〉+ 〈J ′′(a1), w′′〉,

we have, for all J ∈ Tq0H
1(M,D, [a0, a1],m0):

0 = 〈J ′′(a1), w′′〉+
∫ a1

a0

〈J ′′, PD∇tP + B∗′′(q̇0)P 〉dt. (7.1)

But, the J ∈ Tq0H
1(M,D, [a0, a1],m0) are characterized by J(a0) = 0,

PD⊥∇tJ = BD(J, q̇0) and this last equation can be written as

PD⊥∇tJ ′ −BD(q̇0)J ′ + PD⊥∇tJ ′′ −BD(q̇0)J ′′ = 0
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that shows that J ′′ can be chosen arbitrarily such that J ′′(a0) = 0 and J ′ is
then solution of a Cauchy problem. Condition (7.1) above shows that

w′′ = 0 and PD∇tP + B∗′′(q̇0)P = 0.

Finally, P is a vector field along q0 with values on D⊥ such that

P (a1) = w′ and ∇tP + B∗
D(q̇0)P = 0.

Conversely, if for a non zero P , then for all J ∈ Tq0H
1(M,D, [a0, a1],m0) one

has 〈J(a1), P (a1)〉 = 0. Then Tq0ev1 is not a surjection. One can state:

Proposition 7.4.3. A curve q0 ∈ H1(M,D, [a0, a1],m0,m1) is a critical
point of the evaluation map ev1 if, and only if, there exists a non zero vector
field P along q0 with values on D⊥ such that ∇tP + B∗

D(q̇0)P = 0.

Remark 7.4.4. The curves defined in Proposition 7.4.3 as critical points of
the evaluation map ev1 are the so called singular curves (see [51]). One can
show that they do not depend on the metric g = 〈 , 〉 but only on D. To
see this let us introduce the subbundle D0 of the cotangent bundle T ∗M ,
annihilator of D: for m ∈ M , D0

m = {z ∈ T ∗
mM : z(v) = 0 for all v ∈ Dm}.

D0 is a submanifold of T ∗M of dimension 2n − m where m is the rank of
D. For each z ∈ D0, let Kz denote the subspace of the tangent space TzD0

of D0 at z defined as the kernel of ω0(z), ω0 being the canonical symplectic
2–form on T ∗M : p ∈ Kz if for every u ∈ TzD0 one has ω0(z)(p, u) = 0. A
curve q ∈ H1(M,D, [a0, a1],m0,m1) is singular (that is q is a critical point
of ev1) if, and only if, there exists a curve z : [a0, a1] → D0, q = πT∗M ◦ z,
such that for a.e t ∈ [a0, a1],

Tz(t)
dt ∈ Kz(t).

7.5 Equations of motion in vakonomic mechanics

Let q0 be a vakonomic trajectory of a mechanical system with non holonomic
constraints (M,K,D, V ). Assume that the curve q0 is a regular point of ev1 in
H1(M,D, [a0, a1],m0,m1). Then in [39] one can see the proof of the following
result (see also [60]):

Proposition 7.5.1. A regular curve q0 ∈ H1(M,D, [a0, a1],m0,m1) is a
vakonomic trajectory provided that there is a field P ∈ H1(M,D⊥, [a0, a1])
such that

∇tq̇0 −∇tP −B∗
D(q̇0)P + grad V ◦ q0 = 0. (7.1)

Moreover P is unique.

Remark 7.5.2. One can see, from the last Proposition 7.5.1, that equation
(7.1) induces on TM = D ×M D⊥ a flow whose trajectories are of the type
(q̇(t), P (t)). As we see the motions satisfying (7.1) that start at (q̇(0), P (0)) ∈
D ×M D⊥ will be compatible with D (in the sense that q̇(t) ∈ Dq(t) for all t)
and also P (t) ∈ D⊥

q(t) for all t.
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The next result states that the above flow on D ×M D⊥ is, in fact, the
flow of a Hamiltonian vector field.

Proposition 7.5.3. The equation ∇tq̇+gradV ◦q = ∇tP+B∗
D(q̇)P defines

on T ∗M a Hamiltonian vector field of Hamiltonian function H : T ∗M → R,
given by

H(α) = V (πT∗Mα) +
1
2

sup
{
α(v)2/〈v, v〉 : v ∈ D − {0}

}
, ∀α ∈ T ∗M.

Proof: It is enough to consider the vector field XV defined on TM = D ×M
D⊥ by equation (7.1) and show that ω0(µ∗XV , ·) = dH(·) where ω0 is the
canonical symplectic form of T ∗M and µ : TM → T ∗M is the diffeomorphism
given by µ(v)(·) = 〈v, ·〉, for all v ∈ TM .

As we saw, the (global) second order ordinary differential equation for
regular vakonomic trajectories defines a flow of a Hamiltonian vector field on
the tangent bundle considered as the Whitney sum D ⊕D⊥, on the configu-
ration space. The solutions of that vector-field are, then, of type (q̇(t), P (t))
where q̇(t) ∈ Dq(t) and P (t) ∈ D⊥

q(t), q = q(t) being a regular vakonomic
trajectory. The component q(t) is compatible with the distribution induced
by D, but the bundle D is not invariant under the flow; the component
P (t) gives, locally, the classical Lagrange multipliers.

It is particularly interesting, to analyze the hyperbolic and all the ergodic
aspects of vakonomic flows; some of them, already appear in [60] and this
investigation still remains as a very nice field of research.

After concluding this chapter, I had a chance to look at a book edited by
J. Baillieul and J.C. Willems (see [7]) called “Mathematical Control Theory”
dedicated to Roger W. Brockett on the occasion of his 60th birthday. The
book, written by some of his former students and close collaborators, contains,
specially in chapters 5, 7 and 8, a large amount of information and research,
very much related with the present chapter. Its setting is more Control Theory
while most of my book has been written in the spirit of Newtonian Mechanics.
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As we already said in Chapter 4, the first difficulty that arises in Newtonian
mechanics is the fact that no material object has been observed traveling
faster than the speed c of the light in a vacuum. The way to eliminate that
is to consider the tangent vector (1, α̇(t)) to the particle’s world line (t, α(t))
in (R×R

3) (relatively to an inertial coordinate system), and compare |α̇(t)|
with c. Since one needs to obtain |α̇(t)| < c, it is enough to observe that
the tangent directions of pulses of light, always at constant speed c, define a
circular cone at each point of R × R

3, with vertex in that point, semi-angle
ϕ equal to arctan c and axis parallel to the time axis R; then we require
the motion α(t) be such that, for each t, the vector (1, α̇(t)) is inside the
corresponding cone at the point (t, α(t)) of the world line.

In the context of pseudo-Riemannian geometry, the idea is to change the
sign in the time coordinate of the metric tensor on R×R

3; with this idea one
constructs some special quadratic cones to argue with, as above. As we will
see, this is a starting point to introduce special relativity.

From now on we will assume that units were chosen so that the funda-
mental constant, the speed of light, is unity, that is, we shall assume c = 1,
so ϕ = π/4.

This Chapter 8 has its presentation based in part on chapter 5. and 6. of
the book [53] ”Semi-Riemannian Geometry - with applications to Relativity”
by B. O’Neill, Academic Press, 1983.

8.1 Lorentz manifolds

Let (Q, 〈, 〉) be a pseudo-Riemannian manifold. The index of 〈, 〉 at p ∈ Q
is the largest integer which is the dimension of a subspace W ⊂ TpQ such
that the restriction of the quadratic form 〈, 〉p to W is negative definite. Since
Q is supposed to be connected and the bilinear form 〈up, vp〉 is symmetric
and non degenerate, the index is constant with respect to p ∈ Q. So, one
can talk about the index ν of (Q, 〈, 〉). We have 0 ≤ ν ≤ n = dimQ and it
is clear that ν = 0, if, and only if, 〈, 〉 is a Riemannian metric. If we fix an
orthonormal basis (e1, . . . , en) for TpQ (with respect to 〈, 〉), for each vector
vp =

∑n
i=1 viei one can write vp =

∑n
i=1 εi〈vp, ei〉ei where εi = 〈ei, ei〉 = +1

or −1. The number of εi equal to −1 is the index ν.

W.M. Oliva: LNM 1798, pp. 145–163, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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R

t

3

ϕ

Fig. 8.1. Light cone.

Example 8.1.1. Q = R
2, 〈v, w〉 = v1w1 − v2w2 for v = (v1, v2), w = (w1, w2).

In this case ν = 1.

Example 8.1.2. Q = R
n+1 and 〈, 〉 is such that v = (v1, . . . , vn+1) implies

〈v, v〉 = −(v2
1 + . . . + v2

ν) + v2
ν+1 + . . . + v2

n+1. (8.1)

In this case the index of (Rn+1, 〈, 〉) is equal to ν and the pseudo-Riemannian
manifold (Rn+1, 〈, 〉) is simply denoted by R

n+1
ν .

Definition 8.1.3. A Lorentz manifold is a pseudo-Riemannian manifold
with index ν = 1. The Lorentz manifold R

n
1 is called the Minkowski n-

space.

Let (Q, 〈, 〉) be a Lorentz manifold. There are three categories of tangent
vectors:

Definition 8.1.4. A vector v ∈ TpQ is said to be

(i) spacelike if 〈v, v〉 > 0 or v = 0;
(ii) lightlike or null if 〈v, v〉 = 0 and v �= 0;
(iii) timelike if 〈v, v〉 < 0.

The set of null vectors in TpQ is called the null cone at p ∈ Q.

Proposition 8.1.5. Let ∇ be the Levi-Civita connection associated to 〈, 〉 in
the Lorentz manifold (Q, 〈, 〉). Then, the tangent vectors to a geodesic of ∇
belong always to one and the same category.
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Proof: If t −→ q(t) is a geodesic and D
dt is the covariant derivative associated

to ∇ one obtains:

d

dt
〈q̇, q̇〉 = 2〈q̇, Dq̇

dt
〉 = 0, because

Dq̇

dt
= 0;

so, 〈q̇(t), q̇(t)〉 does not depend on t.

Exercise 8.1.6. The last proposition is not true for a general smooth curve
on Q; show this with a counter-example.

8.2 The quadratic map of R
n+1
1

The quadratic form q on R
n+1
1 defined with 〈, 〉 and ν = 1 in (8.1) is given by

q(u) = 〈u, u〉 = −u2
1 + u2

2 + . . . + u2
n+1, u = (u1 . . . un+1) ∈ R

n+1 (8.2)

and is called the quadratic map of the Minkowski space R
n+1
1 . If u =

(u1, . . . , un+1), one can write: u = Σn+1
i=1 uiei, (e1, . . . , en+1) being the canon-

ical basis of R
n+1. So,

q(u) =
n+1∑
i,j=1

gijuiuj (8.3)

where gij = 〈ei, ej〉 = gji.

Proposition 8.2.1. The symmetric matrix (gij) of the bilinear form 〈u, v〉,
associated with the quadratic map (8.2) of R

n+1
1 , is diagonal with g11 = −1

and gii = +1, i = 2, . . . , n + 1.

Proof: In fact, as usually, the formula

〈u + v, u + v〉 = 〈u, v〉+ 〈v, v〉+ 2〈u, v〉 (8.4)

gives

〈u, v〉 =
1
2
{〈u + v, u + v〉 − 〈u, u〉 − 〈v, v〉}. (8.5)

Since by (8.2) we have

〈u, u〉 = 〈(u1, . . . , un+1), (u1, . . . , un+1)〉 = −u2
1 + u2

2 + . . . + u2
n+1, (8.6)

and because gij = 〈ei, ej〉, we use (8.5) and (8.6) and one completes the
proof.

The only critical point of the map q in (8.2) (or (8.6)) is the origin in
R
n+1; so, any real number (except zero) is a regular value of q. The vector

gradient of q at w ∈ R
n+1
1 , is, by definition, given by
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〈(grad q)(w), v〉 = [dq(w)](v),∀v ∈ TwR
n+1
1 = R

n+1. (8.7)

Using (8.2) we see that dq(w) = −2w1du1 + 2
∑n+1
i=2 widui, so

[dq(w)](v) = −2v1w1 + 2v2w2 + . . . + 2vn+1wn+1. (8.8)

Since (8.7) and (8.8) imply

〈(grad q)(w), e1〉 = −2w1, 〈(grad q)(w), ei〉 = 2wi, i = 2, . . . , n + 1,

then

(grad q)(w) = 2w1e1 + 2
n+1∑
i=2

wiei = 2w (8.9)

and

〈(grad q)(w), (grad q)(w)〉 = −4w2
1 + 4w2

2 + . . . + 4w2
n+1 = 4q(w). (8.10)

Given r > 0 and ε = ±1, the number εr2 is a regular value of q; so,
Qn def

= q−1(εr2) is an embedded n-dimensional submanifold of R
n+1 called a

central hyperquadric. Take w ∈ Qn; by (8.7) and (8.10) we have

q(w) = −w2
1 + w2

2 + . . . + w2
n+1 = εr2

and
dq(w)[(grad q)(w)] = 4q(w) = 4εr2.

But the tangent space TwQ
n is the set TwQ

n = {v ∈ R
n+1|[dq(w)]v = 0},

that is, by (8.7), TwQn = {v ∈ R
n+1|〈(grad q)(w), v〉 = 0}.

If one considers an orthogonal basis (v1, . . . , vn) of TwQn (with respect to
the metric induced on Qn by 〈, 〉), then ( 1

2r (grad q)(w), v1, . . . , vn) is an
orthonormal basis of TwR

n+1 = R
n+1. Since (8.8) and w ∈ Qn imply

〈 (grad q)(w)
2r

,
(grad q)(w)

2r
〉 =

1
4r2 4q(w) = ε,

we have the following result:

Proposition 8.2.2. Let r be a positive number. Then if ε = +1, the central
hyperquadric Sn1 (r) = q−1(εr2) = q−1(r2) is a Lorentz manifold (the Lorentz
sphere). If ε = −1, q−1(εr2) = q−1(−r2) is a Riemannian manifold.

Proposition 8.2.3. Let α be a nonconstant geodesic of the Lorentz sphere
Sn1 (r). Then:

(i) If α is timelike, α is a parametrization of one branch of a hyperbola
in R

n+1
1 .

(ii) If α is lightlike, α is a straight line, that is, a geodesic of R
n+1
1 .

(iii) If α is spacelike, α is a periodic parametrization of an ellipse in R
n+1
1 .
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Proof: Let p ∈ Sn1 (r), that is, q(p) = r2, so p is spacelike. Consider a 2-plane
π ⊂ R

n+1
1 through the origin of R

n+1 and p. Now one considers the restriction
of g, the metric of R

n+1
1 , to the plane π. We have three possibilities: (a) g|π

is nondegenerate with index 1. Let (e1, e2) be an orthonormal basis of π with
respect to g|π such that e2 = p

r , so e1 is necessarily timelike. A generic point
(ae1 + be2) ∈ π ∩ Sn1 (r) satisfies r2 = −a2 + b2. This implies that π ∩ Sn1 (r)
is a hyperbola in π and the branch through p can be parametrized by

α(t) = r sinh(t)e1 + r cosh(t)e2, t ∈ R;

so, α̇(t) = r cosh(t)e1 + r sinh(t)e2,

and then 〈α̇, α̇〉 = −r2 cosh2(t)+r2 sinh2(t) = −r2, that means, α is timelike.
On the other hand α̈(t) = α(t) and from (8.9) we obtain

α̈(t) =
1
2
(grad q)(α(t)),

so, α̈(t) is orthogonal to Sn1 (r) at the point α(t). Then α(t) is a timelike
geodesic (see 5.4.1) that proves (i). The second possibility is: (b) g|π is positive
definite. In this case we take an orthonormal basis (e2, e3) for π then a point
ae2 + be3 on π belongs to Sn1 (r) = {v ∈ R

n+1
1 |〈v, v〉 = r2} if, and only if,

a2 + b2 = r2. Thus, the parametrization α(t) = r(cos t)e2 + r(sin t)e3 satisfies
〈α(t), α(t)〉 = r2 and α is spacelike. But α̈(t) = −α(t) = − 1

2grad α(t),
so α(t) is a spacelike geodesic of Sn1 (r), that proves (iii). The third and last
possibility is: (c) g|π is degenerate with a null space of dimension 1. If v �= 0 is
a null vector, the pair (p, v) is an orthogonal basis for π and ap+bv ∈ π∩Sn1 (r)
if, and only if, q(ap + bv) = r2 or 〈ap + bv, ap + bv〉 = a2r2 = r2 that gives
a = ±1. The set π ∩ Sn1 (r) is the union of two parallel straight lines, one of
them containing p, parametrized by

α(t) = p + tv

and such that α̇(t) = v; so α is lightlike and since α̈(t) = 0, α is a lightlike
geodesic of Sn1 (r) that proves (ii). Finally, any other geodesic of Sn1 (r) passing
through p ∈ Sn1 (r) is in one of three classes considered above. In fact, if
β = β(t) is such that β(0) = p and β̇(0) is its tangent vector at p, we
construct the 2-plane π passing through the origin 0 ∈ R

n+1 and p, and
also containing the vector β̇(0); by uniqueness, β(t) is in one of the classes
above.

The set q−1(0) is the union of the null cone N = q−1(0) − {0} with the
origin {0}. In coordinates we have that

q−1(0) = {u ∈ R
n+1|u2

1 = u2
2 + . . . + u2

n+1}.

Remark 8.2.4. The null cone N has two connected components and is a sub-
manifold of codimension one of R

n+1, because 0 ∈ R is a regular value of q
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restricted to R
n+1 − {0}. N is invariant under multiplication by a real num-

ber λ �= 0; moreover, it is diffeomorphic to (R− {0})× Sn−1 (where Sn−1 is
a (n − 1)-dimensional sphere) and is not a pseudo-Riemannian manifold (in
fact, any u ∈ N is, at the same time, tangent and orthogonal to N , so the
restriction of 〈, 〉 to N is degenerate).

8.3 Time-cones and time-orientability of a Lorentz
manifold

We will introduce, in the sequel, the notion of time-orientability of a
Lorentz manifold (Q, 〈, 〉) of dimension n ≥ 2. Fix a point p ∈ Q and consider
a subspace W ⊂ TpQ. As in the case of vectors, there are three categories of
subspaces:

Definition 8.3.1. (i) W is spacelike if 〈, 〉|W is positive definite;
(ii) W is timelike if 〈, 〉|W is non degenerate of index 1;
(iii) W is lightlike if 〈, 〉|W is degenerate.

Observe that the category of a vector v ∈ TpQ is the category of the
subspace Rv, spanned by v.

Let W⊥ denote the linear subspace of all vectors v in TpQ such that
〈v, u〉p = 0 for all u ∈ W . It is easy to show that dimW⊥ = n− dimW and
that W = (W⊥)⊥. The standard identity

dimW + dimW⊥ = dim(W ∩W⊥) + dim(W + W⊥)

implies that W ∩W⊥ = {0} if, and only if, W + W⊥ = TpQ and that W is
non degenerate if, and only if, W ∩W⊥ = {0}. As a counter-example, take
in R

2
1 the subspace W spanned by the vector v = (1, 1). Since 〈v, v〉 = 0 we

have W ∩W⊥ �= {0} and then W + W⊥ �= TpQ.

Proposition 8.3.2. If z ∈ TpQ is a timelike vector (〈z, z〉 < 0), then z⊥ =
{u ∈ TpQ|〈u, z〉 = 0} is a (n − 1)-dimensional spacelike subspace such that
TpQ = Rz ⊕ z⊥.

Proof: Since z is a timelike vector, the subspace Rz is a nondegenerate. Then
we only need to check that z⊥ is spacelike. But this follows because the index
of (Q, 〈, 〉) is equal to 1.

Corollary 8.3.3. A subspace W ⊂ TpQ is spacelike if, and only if, W⊥

is timelike. Since W = (W⊥)⊥ then W is timelike if, and only if, W⊥ is
spacelike.
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Let us denote by τ the set of all timelike vectors of TpQ, that is u ∈ τ
means that 〈u, u〉 < 0. For a given u ∈ τ , the set

C(u) = {v ∈ τ |〈u, v〉 < 0} (8.11)

is called the time cone of TpQ containing u. It is clear that v ∈ C(u) implies
λv ∈ C(u) for all λ > 0; also C(−u) = −C(u) is the opposite cone to C(u).

Proposition 8.3.4. τ is the (disjoint) union of C(u) and C(−u).

Proof: In fact v ∈ τ implies either 〈u, v〉 < 0 (v ∈ C(u)) or 〈u, v〉 > 0 (v ∈
C(−u)), because 〈u, v〉 = 0 means v ∈ u⊥ and u⊥ is spacelike by Proposition
8.3.2, that is, 〈v, v〉 > 0 (contradiction). Then τ ⊂ C(u)∪C(−u). Conversely,
v ∈ C(u) ∪ C(−u) means v ∈ τ that follows from (8.11).

Proposition 8.3.5. Two timelike vectors v, w belong to the same time cone
if, and only if, 〈v, w〉 < 0.

Proof: Use Proposition 8.3.2 and write for u ∈ τ :

v = au + v̄, v̄ ∈ u⊥

w = bu + w̄, w̄ ∈ u⊥.

The time cone being C(u) = C( u
|u| ), one assumes, for simplicity, that

|u| = 1. But v and w are timelike, and so 〈v, v〉 = (a2〈u, u〉 + 〈v̄, v̄〉) < 0, or
|v|2 = −a2+|v̄|2, because v̄ is spacelike and u ∈ τ . Then |a| > |v̄|; analogously,
|b| > |w̄|. Since 〈v, w〉 = −ab+〈v̄, w̄〉 and v̄⊥, w̄⊥ are spacelike (so, for then one
can apply Schwarz inequality), we have |〈v̄, w̄〉| ≤ |v̄||w̄| < |ab|. Assume now,
by hypothesis, that v and w are in C(u); then 〈v, u〉 and 〈w, u〉 are strictly
negative numbers and that implies a > 0 and b > 0 and by consequence
〈v, w〉 < 0. Conversely, if 〈v, w〉 < 0, the condition (−ab + 〈v̄, w̄〉) < 0
implies ab > 0. So if a > 0 (then b > 0) we have:

〈v, u〉 = −a < 0 so v ∈ C(u),

〈w, u〉 = −b < 0 so w ∈ C(u);

the case a < 0 (and consequently b < 0) gives, analogously: 〈v, u〉 = |a| > 0
and 〈w, u〉 = |b| > 0 that means w and v belong to C(−u).

Corollary 8.3.6. If u, v are timelike vectors then

u ∈ C(v)⇐⇒ v ∈ C(u)⇐⇒ C(u) = C(v).

Moreover, time cones are convex sets.



152 8 Special relativity

Proof: We only prove convexity; if v, w are in C(u) and a ≥ 0, b ≥ 0 with
a2 + b2 > 0, then 〈(av + bw), u〉 < 0 or av + bw ∈ C(u).

Proposition 8.3.7. Let v, w ∈ τ . Then setting |v| = (−〈v, v〉) 1
2 :

(i) |〈v, w〉| ≥ |v|.|w|, with equality if, and only if, v and w are linearly depen-
dent (backwards Schwarz inequality).
(ii) If v, w belong to the same cone of TpQ, there is a unique ϕ ≥ 0 (the
hyperbolic angle between v and w) such that 〈v, w〉 = −|v||w| coshϕ.

Proof: (i) By Proposition 8.3.2 we have w = av + w̄, w̄ ∈ v⊥; and, since w is
timelike we have 〈w,w〉 = (a2〈v, v〉+ 〈w̄, w̄〉) < 0. Then

〈v, w〉2 = a2〈v, v〉2 = (〈w,w〉 − 〈w̄, w̄〉).〈v, v〉
≥ 〈w,w〉.〈v, v〉 = |w|2.|v|2

(because 〈w̄, w̄〉 > 0 and 〈v, v〉 < 0). The equality holds if, and only if
〈w̄, w̄〉 = 0 (or w̄ = 0), that means w = av.
(ii) By Proposition 8.3.5 we have 〈v, w〉 < 0, hence −〈v, w〉/|v|.|w| ≥ 1 and
so, by the definition and elementary properties of the hyperbolic cosine one
has the result.

Corollary 8.3.8. (backwards triangle inequality)
If v and w ∈ τ and are in the same time cone, then |v|+ |w| ≤ |v + w|, with
equality if, and only if, v and w are linearly dependent.

Proof: Since 〈v, w〉 < 0 (see Proposition 8.3.5), backwards Schwarz inequality
gives |v||w| ≤ −〈v, w〉 then

(|v|+ |w|)2 = |v|2 + |w|2 + 2|v|.|w| ≤ −〈v + w, v + w〉 = |v + w|2.

The equality comes if, and only if, |v|.|w| = −〈v, w〉 = |〈v, w〉|; then, Propo-
sition 8.3.7 gives the result.

Remark 8.3.9. It is against our Euclidean intuition that a straight line seg-
ment is no longer the shortest route between two points. As we will see, this
result (see Corollary 8.3.8) is fundamental in some applications to relativity
theory.

Remark 8.3.10. In each tangent space TpQ of a Lorentz manifold (Q, 〈, 〉)
there are two time cones (see Corollary 8.3.6) and there is no intrinsic way
to distinguish them. When we choose one we are time orienting TpQ.

Time orientability of a Lorentz manifold is related with the choice of
a time cone in each tangent space TpQ, in a continuous way. So, let C be a
function on Q that, to each p ∈ Q assigns a time cone Cp in TpQ; we say that
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C is smooth if for each p ∈ Q there corresponds a smooth (local) vector field
V defined in a neighborhood U of p such that Vq ∈ Cq for each q ∈ U . Such a
smooth function C is said to be a time orientation of Q. If (Q, 〈, 〉) admits
a time orientation we say that (Q, 〈, 〉) is time orientable and if we choose
a specific time orientation we use to say that (Q, 〈, 〉) is time oriented.
The Minkowski space R

n+1
1 is time orientable; the usual time orientation is

the one of a cone containing ∂
∂u1

corresponding to the natural coordinates
(u1, u2, . . . , un+1). On the other hand, the Lorentz manifold obtained from
R × [0, 1] by identifying (t, 0) with (−t, 1) (with the natural metric) is not
time orientable.

Proposition 8.3.11. A Lorentz manifold (Q, 〈, 〉) is time orientable if, and
only if, there exists a timelike vector field X ∈ X (Q).

Proof: If X ∈ X (Q) satisfies Xp ∈ τ ⊂ TpQ, one defines the map C by
Cq = C(Xq), for all q ∈ Q. Conversely, let C be a time orientation of (Q, 〈, 〉).
Since C is smooth we have a covering of Q by neighborhoods U and in each
one of which there exists a vector field XU and Cq = C(u) where u is the
value of XU at q, for all q ∈ U . Now let {fα|α ∈ A} be a differentiable
partition of unity subordinate to the covering of Q by the neighborhoods U
(see Proposition 1.7.2). Thus, the support of each fα, is contained in some
element U(α) of that covering. The functions fα are non negative and time
cones are convex sets. Thus X = ΣfαXU(α) is timelike and Xp ∈ Cq for all
q ∈ Q.

Exercise 8.3.12. The Lorentz sphere Sn1 (r) = q−1(r2) introduced in Propo-
sition 8.3 is time orientable. Hint: use the projection to Sn1 (r) of ∂

∂u1
.

8.4 Lorentz geometry notions in special relativity

Let (Q, 〈, 〉) be a Lorentz manifold and p ∈ Q.

Definition 8.4.1. An element v ∈ TpQ is said to be a causal vector if it
is not spacelike (so, either null or timelike). For a timelike vector (u ∈ τ),
the set C̄(u) of all causal vectors v such that 〈u, v〉 < 0 is the causal cone
in TpQ containing u. A causal curve t �→ α(t) in Q is a smooth curve such
that α̇(t) is a causal vector, for all t.

Exercise 8.4.2. Show that for vectors in TpQ of (Q, 〈, 〉):

(a) Causal vectors v, w are in the same causal cone if and only if either 〈v, w〉
< 0 or v and w are null such that w = av, a > 0.

(b) If u ∈ τ , C̄(u) = closure of (C(u))− {0}.
(c) Causal cones are convex.
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(d) The components of the set of all causal vectors in TpQ are the two causal
cones in TpQ.

Definition 8.4.3. A space-time is a connected time-orientable four-dimen-
sional Lorentz manifold (Q, 〈, 〉). A Minkowski space-time Q is a space
time that is isometric to the Minkowski 4-space R

4
1.

If the space-time (Q, 〈, 〉) is time oriented, the time orientation is called
the future and its negative is the past. A tangent vector v ∈ TpQ in a future
causal cone is said to be future pointing. A causal curve is future pointing
if all its velocity vectors are future pointing.

Definition 8.4.4. Any isometry taking a time oriented space-time (Q, 〈, 〉)
onto the Minkowski 4-space R

4
1 and preserves time orientation is called an

inertial coordinate system of (Q, 〈, 〉).
Proposition 8.4.5. Given a basis (e0, e1, e2, e3) in a tangent space TpQ of
a time oriented space-time (Q, 〈, 〉) such that e0 is future pointing, then there
is a unique inertial coordinate system ξ of (Q, 〈, 〉) such that ∂

∂xi
(p) = ei,

i = 0, 1, 2, 3.

Proof: The existence of the isometry ξ : Q −→ R
4
1 is obtained from a normal

coordinate system (see Exercise 3.2.10). The uniqueness of such an isome-
try follows from the fact that two local isometries of a connected pseudo-
Riemannian manifold whose differentials coincide at a single point are neces-
sarily equal.

As we did in the case of Newtonian mechanics (see Chapter 1) we keep
ourselves, here, calling events the points of the space-time Q and particles
will correspond to parametrized curves. We do not have a canonical time
function as in the case of a Galilean space-time structure but we go on as-
suming the existence of inertial coordinate systems. Particles are defined as
follows:

Definition 8.4.6. A lightlike particle is a future null geodesic of a time
oriented space-time (Q, 〈, 〉). A material particle (also called an observer)
is a timelike future pointing smooth curve α : s ∈ I �−→ α(s) ∈ Q such that
|α′(s)| = 1 for all s ∈ I; its image α(I) is the world line of α and the
parameter s is called the proper time of the material particle. A material
particle which is a geodesic is said to be freely falling.

Remark 8.4.7. The world line of a material particle is a one-dimensional sub-
manifold of Q.

Remark 8.4.8. We can think that each material particle has a “clock” in
order to measure its proper time.

Remark 8.4.9. The fact that light moves geodesically is a fundamental hy-
pothesis in Relativity; since in this case 〈γ̇, γ̇〉 = 0 (see Definition 8.7 above),
the parametrization by proper time is impossible (although one does have an
affine parameter). One says that “it cannot carry a clock”.
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8.5 Minkowski space-time geometry

From 8.4.3 there is an isometry ξ between a given Minkowski space-time
(Q, 〈, 〉) and R

4
1; it is usual to denote a Minkowski space-time by (Q, 〈, 〉, ξ).

At this point it is clear that given two points p, q in Q, there is a unique
geodesic α such that α(0) = p and α(1) = q. Also there is a natural linear
isometry identifying TpQ and TqQ called the distant parallelism and the
exponential map expp : TpQ −→ Q is an isometry. In fact between the points
ξ(p) and ξ(q) of R

4
1 there is a unique (straight line) geodesic going from ξ(p)

to ξ(q) and a translation of the affine space R
4
1 taking ξ(p) into ξ(q). The

manifold (Q, 〈, 〉, ξ) is viewed from p in the same geometric way as TpQ is
viewed from zero. Also Q is a normal neighborhood of each of its points. The
vector α̇(0) is called the displacement vector, it satisfies expp α̇(0) = q and
it is denoted by pq. One can move the notion of causality from the tangent
spaces of M to M itself. For an event p ∈ Q, the future time cone of p is
the set

{q ∈ Q | pq ∈ TpQ is time like and future pointing}.

The future light cone of p is the set

{q ∈ Q | pq ∈ TpQ is null and future pointing}.

The union of these two sets is the future causal cone of p. Past analogues
are defined similarly. Of course all these notions depend on the isometry ξ.
From now on one assumes that ξ is an inertial coordinate system of (Q, 〈, 〉),
that is, ξ preserves time orientation.

In order to give a clear understanding of the term “causal” used in defini-
tion 8.4 it is usual and natural to say that an event p can influence an event
q if, and only if, there exists a particle from p to q (see definition 8.7). It can
be proved the following:

Exercise 8.5.1. The only events that can be influenced by event p are those
in its future causal cone. The only events that can influence an event p are
those in its past causal cone.

Definition 8.5.2. For two points p, q in a Minkowski space-time (Q, 〈, 〉, ξ),
the square root of the absolute value of 〈pq,pq〉 is called the separation
between p and q, and is denoted by pq, that is

pq = |〈pq,pq〉|1/2.

Then if pq is timelike future pointing, pq represents the time from the event
p to event q computed as the proper time of the unique freely falling material
particle from p to q. It is also clear that if pq = 0 the displacement vector pq
is lightlike and there is a lightlike particle going from p to q.
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If three events p, q, o belong to a Minkowski space-time (Q, 〈, 〉, ξ) and
p, q are in the same time cone of o, then the hyperbolic angle ϕ = ˆpoq is, by
definition, the hyperbolic angle between the timelike tangent vectors op and
oq (see 8.3.7 - (ii)).

Proposition 8.5.3. Let p, q ∈ Q in the same time cone of o ∈ Q. Then if
op is orthogonal to pq we have:

(i) (oq)2 = (op)2 − (pq)2

(ii) (op) = (oq) cosh ϕ and (pq) = (oq) sinh ϕ.

Proof: From Proposition 8.3.2 we see that pq is spacelike. Now, moving
pq by distant parallelism to o we can write oq = op + pq and then scalar
products yield

〈oq,oq〉 = 〈op,op〉+ 〈pq,pq〉+ 2〈op,pq〉 =
= 〈op,op〉+ 〈pq,pq〉

that is −(oq)2 = −(op)2 + (pq)2 that proves (i). Condition (ii) follows from
the fact that op and oq are timelike, that is, from Proposition 8.8 we have

〈op,oq〉 = −(op)(oq) cosh ϕ = 〈op,op + pq〉 = −(op)2, with ϕ ≥ 0,

then (op) = (oq) cosh ϕ and (pq)2 = −(oq)2 + (op)2 = (oq)2[cosh2 ϕ− 1] =
(oq)2 sinh2 ϕ; but

sinh ϕ =
eϕ − e−ϕ

2
=

eϕ

2
(1− e−2ϕ) ≥ 0, so, (pq) = (oq) sinh ϕ.

In a Minkowski space-time (Q, 〈, 〉, ξ) the (time) xo axis of ξ through p ∈ Q
is the world line of a freely falling observer ω; the natural parametrization of
ω has t = xo(ω(t)) and t is the proper time of ω. We have to keep in mind
that ω depends on ξ.

To p ∈ Q there corresponds ξ(p) given by

ξ(p) = (xo(p), x1(p), x2(p), x3(p)) ∈ R
4
1.

The first component xo(p) is said to be the ξ-time of p and

p = (x1(p), x2(p), x3(p)) ∈ R
3

is the ξ-position of p.
Now if α : I −→ Q is a particle of a space-time (Q, 〈, 〉) and s ∈ I, the ξ-

time of α(s) is t = xo(α(s)) and its ξ-position is (x1(α(s)), x2(α(s)), x3(α(s))).
Since α is timelike and future pointing (see Definition 8.7) then

dt

ds
=

d(xo ◦ α)
ds

= −〈α′,
∂

∂xo
〉 �= 0,
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so, (xo ◦ α) is a diffeomorphism of I onto some interval J ⊂ R with inverse
u : J → I. At a ξ-time t ∈ J , the ξ-position of α is

α(t) = (x1(α(u(t))), x2(α(u(t))), x3(α(u(t)))).

The curve α(t) is the ξ-associated Newtonian particle of α and one uses to
say that α is what the observer ω observes of α.

One main point in special relativity is to relate the Newtonian concepts
applied to α with the relativistic analogues for α.

If the particle α : I → Q is lightlike in (Q, 〈, 〉) and ξ is an inertial
coordinate system, the associated Newtonian particle α of α is a straight line
in R

3 with speed c =1. In fact, α is a future null geodesic in (Q, 〈, 〉) so ξ ◦α
is a geodesic in R

4
1. Thus

xi(α(s)) = ais + bi i = 0, 1, 2, 3.

Then α(s) = (x1(α(s)), x2(α(s)), x3(α(s))) is a straight line in R
3 and its

reparametrization α(t) follows this straight line and the vector dα
ds is null

with dt
ds > 0. It follows that the speed v of α is

v =
∣∣∣∣dαdt

∣∣∣∣ =
∣∣∣∣dαds

∣∣∣∣ .( dt

ds

)−1

= 1.

Proposition 8.5.4. Light has the same constant speed v =c= 1 relative to
every inertial coordinate system ξ and then relative to every freely falling
observer.

Proposition 8.5.5. If the particle α : I −→ Q is material, we have that
(i) the speed

∣∣dα
dt

∣∣ of the ξ-associated Newtonian particle α is v =
∣∣dα
dt

∣∣ =
tanhϕ where ϕ is the hyperbolic angle between α′ = dα

ds and the time coordi-
nate vector ∂

∂xo of ξ, which implies, in particular, that 0 ≤ v < 1.
(ii) The proper time s of α and its ξ-time t are related by

dt

ds
=

d(xo ◦ α)
ds

= cosh ϕ =
1√

1− v2
≥ 1.

Proof: In fact, α′ = dα
ds and the time coordinate ∂

∂xo of ξ are timelike and
future pointing, so there is a unique hyperbolic angle ϕ ≥ 0 determined by
−〈α′, ∂

∂xo 〉 = cosh ϕ ≥ 1. Since α′ =
∑3
i=0

d(xi◦α)
ds

∂
∂xi we have

dt

ds
= −〈α′,

∂

∂xo
〉 = coshϕ

and 〈α′, α′〉 = −1 gives

−
(

dt

ds

)2

+
∣∣∣∣dαds

∣∣∣∣2 = −1.
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Since ϕ ≥ 0 it follows∣∣∣∣dαds
∣∣∣∣ =

√
cosh2 ϕ− 1 = sinhϕ ≥ 0;

thus α(t) has speed

v =
∣∣∣∣dαdt

∣∣∣∣ =
(
dα

ds

)(
dt

ds

)−1

=
sinhϕ

coshϕ
= tanhϕ.

Finally one obtains that coshϕ = 1√
1−v2 .

The so called time dilation effect of Larmor and Lorentz is inter-
preted through Proposition 8.5.5-(ii) for a particle with proper time (s); the
faster the particle is moving relative to the observer, that is, the larger v is,
the slower the particle’s clock (s) runs relative to the observer clock (t).

We saw that to an inertial coordinate system ξ of a Minkowski space time
(Q, 〈, 〉, ξ) there corresponds a freely falling observer ω. But, conversely, given
a freely falling observer ω = ω(t) of a time oriented space-time (Q, 〈, 〉) such
that ω(0) = p ∈ Q, one can talk about the spacelike (Euclidean) tridimen-
sional subspace Eo = (ω̇(0))⊥ and define an isometry ξ provided that we
choose an orthonormal basis of Eo (see Proposition 8.10). The subspace Eo
is the same for all choices of ξ and the image of Eo on Q under the exponen-
tial map expp : TpQ −→ Q is called the rest space of ω at p; it is the set
of events in Q that the observer ω considers simultaneous with p. One can
argue, analogously, with the spacelike subspace Et = (ω̇(t))⊥ ⊂ Tω(t)Q and
talk about the rest space of ω at ω(t) which is formed by the events in Q
that ω considers simultaneous with ω(t). The Euclidean rest spaces Eo and
Et are canonically isometric.

The relativistic addition of velocities is another effect that holds in a
Minkowski is space-time (Q, 〈, 〉, ξ) when one considers two material particles
on Q : α = α(τ) and β = β(σ). We can define the hyperbolic angle ϕ
between α′(τ) and β′(σ) if we make use of the distant parallelism and also
define v = tanhϕ as the corresponding instantaneous relative speed.
Assume that a rocketship ρ leaves a space station α and also that both are
freely falling particles. Let v1 > 0 be their instantaneous relative speed. A
space-man µ is ejected from ρ in the plane of ρ and α with constant speed
v2 relative to ρ. Let us compute the speed v of the space-man relative to α.
Let v1 = tanhϕ1 and v2 = tanhϕ2. One can argue on R

4
1 using the isometry

ξ. So, if v2 > 0, by distant parallelism the tangent vector ρ is between the
vectors α′ and µ′ and the angle ϕ defined by α′ and µ′ is given by ϕ = ϕ1+ϕ2
(prove that this is so!), and then

v = tanhϕ = tanh(ϕ1 + ϕ2) =
tanhϕ1 + tanhϕ2

1 + tanhϕ1. tanhϕ2
=

v1 + v2

1 + v1v2
.

Exercise 8.5.6. Prove that the same formula holds if v2 < 0.
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Fig. 8.2. Relativistic addition of velocities.

Example 8.5.7. (twin paradox)
This is a next classical example and is described as follows: “On their 21st

birthday Peter leaves his twin Paul behind on their freely falling spaceship
and departs at the event o with constant relative speed v = 24/25 for a
free fall of seven years of his proper time. Then he turns and comes back
symmetrically in another seven years. Upon his arrival at the event q he is
thus 35 years old, but Paul is 71”. We have to drop a perpendicular px from
the turn p to the world line of the spaceship. By Propositions 8.5.3 and 8.5.5
we have

ox = op coshϕ =
7

[1− (24/25)2]1/2
= 25.

If the separations ox and xq are equal (symmetry) then xq = 25. Thus Paul’s
age at Peter’s return is 21 + 2(25) = 71 years.

Definition 8.5.8. The energy-momentum vector field of a material particle
α : I −→ Q of mass m is the vector field P = mdα

ds on α (s is the proper
time of α).

For an associated Lorentz coordinate ξ corresponding to a freely falling
observer ω, the components of P are

P i = m
d(xi ◦ α)

ds
, i = 0, 1, 2, 3.

If t is the proper time of the observer, we have

P i = m
d(xi ◦ α)

dt
.
dt

ds
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Fig. 8.3. Twin paradox.

where dt
ds = 1√

1−v2 and v is the speed of the ξ-associated Newtonian particle.
The space components P 1, P 2, P 3 define a vector field

P =
m√

1− v2

dα

dt

on the associated Newtonian particle α in E0 = R
3.

The time component P 0 is given by

P 0 = m
d(x0 ◦ α)

ds
= m

dt

ds
=

m√
1− v2

= m +
1
2
mv2 + O(v4).

Einstein identified P 0 as the total energy E of the particle as measured by
ω, concluding, in particular, that mass is merely one form of energy, the rest
energy Erest. Converting to conventional units we have the famous formula

Erest = mc2,

where c is the speed of light.
The force acting on a particle is defined as

F =
dP
dt

.

This can be taken as the motion equation for a relativistic particle, as the
value of P 0 can always be obtained from

〈P, P 〉 = m2〈dα
ds

,
dα

ds
〉 = −m2

i.e., (
P 0)2

= P2 + m2.



8.5 Minkowski space-time geometry 161

Example 8.5.9. Consider the case in which F is constant. This corresponds
for example to a particle with electric charge e moving in a constant electric
field E, F = eE. Assume further that the particle is moving in the direction
of the force, say the x-direction. Then the motion equation reduces to

d

dt

(
m

dx

ds

)
= F

or, setting a = F/m,
d

ds

(
dx

ds

)
= a

dt

ds
.

Since

−
(

dt

ds

)2

+
(
dx

ds

)2

= −1⇒ dt

ds
=

(
1 +

(
dx

ds

)2
) 1

2

we have
d

ds

(
dx

ds

)
= a

(
1 +

(
dx

ds

)2
) 1

2

and this equation is readily solved to

dx

ds
= sinh(as)

(where we’ve chosen s such that dx
ds = 0 for s = 0). Consequently,

dt

ds
= cosh(as)

and then
t =

1
a

sinh(as), x =
1
a

[cosh(as)− 1] + x0

(where we’ve chosen t = 0 for s = 0). Furthermore,

v =
dx

dt
=

dx
ds
dt
ds

= tanh(as).

Notice that |v| < 1, and that v → ±∞ as t → ±∞. For small velocities
(v << 1) we must have as << 1, and consequently we obtain the approximate
formulae

t ! as

a
= s, x ! (as)2

2a
+ x0 ! x0 +

at

2
which are the classical Newtonian formulae for the motion of a particle under
a constant force.

Notice that
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〈d
2α

ds2 ,
d2α

ds2 〉 = −
(

d2t

ds2

)2

+
(
d2x

ds2

)2

= −a2 sinh2(as) + a2 cosh2(as) = a2.

Therefore a has the intrinsic meaning of being the particle’s proper accel-
eration, i.e., the acceleration measured in the particle’s instantaneous rest
frame. Thus if, say, a spaceship accelerates in such a way that the accelera-
tion measured by an astronaut on board has the constant value a, then the
spaceship’s motion is described by the formulae above.

If we take years as our time unit (and hence light-years as length unit, in
order to keep c = 1), Earth’s gravitational acceleration is g ! 1.03 year−1 !
So if a spaceship could accelerate for, say, 11 years, (measured on board), it
would transverse a distance

x ! cosh(11) ! e11

2
! 30000 light− years,

about the distance from Earth to the center of the Milky Way!

Definition 8.5.10. The energy momentum vector field of a lightlike particle
γ : I −→ Q is its 4-velocity P = γ′ = dγ

ds .

Any freely falling observer ω splits P into energy E and momentum P
(both relative to ω) by setting P = E ∂

∂x0 +P with P orthogonal to ∂
∂x0 , just

as in the case of material particles; in this case E = |P| = −〈γ′, ∂
∂x0 〉. But

γ and ω are both geodesics then E = |P| is constant and P is parallel. For
a material particle we have that E2 = m2 + |P|2, so one concludes that, by
analogy, a lightlike particle does not have mass.

The wave character of light follows from the next observation; for instance,
a photon of energy E, relative to some observer, has frequency ν = E

h where
h is the constant of Planck. Usually one says that frequency times wave
length λ is speed c. In geometric units λν = 1. Since frequency and wave
length derive from energy, they too depend on the observer. Thus, “visible
light” for one observer is “radio waves” for another and “x rays” for a third
observer.

8.6 Lorentz and Poincaré groups

The set of all linear isometries of R
n
1 is called the Lorentz group; it is a

subgroup of the group of all isometries of R
n
1 . The translation Tx : v ∈ R

n
1 →

v + x ∈ R
n
1 , defined by an element x ∈ R

n
1 , is also an isometry of R

n
1 ; in fact

the set of all translations of R
n
1 is an Abelian subgroup of the group of all

isometries. The group of all isometries of R
n
1 is called the Poincaré group.

Proposition 8.6.1. Each isometry Φ of R
n
1 (n ≥ 2) has a unique decom-

position Φ = Tx ◦ θ where Tx is the translation defined by an element
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x ∈ R
n
1 and θ is a linear (homogeneous) isometry of R

n
1 . Furthermore

Txθ1Tyθ2 = Tx+θ1yθ1θ2. In particular the group of all isometries of R
n
1 is

a subgroup of the group of all affine transformations of R
4
1.

Proof: Start with Φ such that Φ(0) = 0. Let us show that, necessarily, Φ
is linear (and homogeneous). In fact dΦ(0) is a linear isometry of To(Rn1 )
and, so, of R

n
1 , because To(Rn1 ) is canonically linearly isometric to R

n
1 . Let

θ̄ be the linear isometry of R
n
1 corresponding to dΦ(0); since dθ̄(0) = dΦ(0)

we have θ̄ = Φ (see the proof of Proposition 8.10). If Φ(0) = x �= 0 we
have (T−xΦ)(0) = 0 and by the same argument, T−xΦ is equal to some
linear isometry θ of R

n
1 then Φ = Txθ and the decomposition follows. The

uniqueness of the decomposition is trivial because if Txθ = Ty θ̃ then x =
(Txθ)(0) = (Ty θ̃)(0) = y and also θ̃ = θ. Finally, for all v ∈ R

n
1 we have

(θTy)(v) = θ(y + v) = θ(y)+ θ(v) = (Tθyθ)(v). Hence θTy = Tθyθ that makes
true the multiplication rule.

The last result shows that given a Minkowski space-time (Q, 〈, 〉, ξ), all the
possible inertial coordinate systems are obtained by making the composition
of ξ with all the elements of the Poincaré group of R

4
1. As one can see, in

Special Relativity we do not consider absolute time anymore and no speed
is larger than the speed of light. But we cannot avoid inertial coordinate
systems.



9 General relativity

Special relativity does not encompass gravity. Einstein found out how to do it
including spacetimes (Q, 〈, 〉) of arbitrary curvature instead of flat Minkowski
spacetimes; so appears general relativity. Special relativity is a particular
case of general relativity; in fact special relativity is the general relativity
of a Minkowski spacetime. On the other hand the general theory opens the
way to study global questions, taking into account, for instance, the fact that
completeness and simple connectedness of Q may not necessarily hold.

If p ∈ Q is an event, special relativity makes sense in the tangent space
TpQ and the exponential map expp : TpQ→ Q provides a comparison; a time-
like future pointing unit vector u ∈ TpQ is said to be an instantaneous
observer at p. The orthogonal decomposition TpQ = [u] ⊕ u⊥ gives the
observer’s time axis Ru = [u] and the rest space u⊥. If α is a particle
through α(to) = p, then α′(to) = au + x, x ∈ u⊥; and, correcting x by the
time dilation effect a, one obtains the instantaneous velocity x/a of α as
measured by u. As usual, the speed |x|/a is 1 for light and less than 1 for
material particles. Similarly, if P is the energy momentum of α at p, then
P = Eu + P, with P ∈ u⊥; this defines the energy E and the momentum
P of α at p as measured by u.

The quadratic form q(v) = 〈v, v〉 is called the line element and is denoted
by ds2; so ds2(v) = 〈v, v〉 for all v ∈ TQ. It is a quadratic form at each
tangent space TpQ. In local coordinates, say (x0, x1, x2, x3), it is represented
by ds2 = Σgijdxidxj where gij(x0, x1, x2, x3) = 〈 ∂∂xi

, ∂
∂xj
〉.

9.1 Einstein equation

Matter is an undefined term; but one of the main ideas of Einstein is that
matter curves the spacetime Q. The notions introduced in 8.4.6 hold for our
time oriented spacetime (Q, 〈, 〉). The way matter is modeled in Q corresponds
to the consideration, in each case, of a stress energy tensor T on Q. Let u
be an instantaneous observer at p ∈ Q. On u⊥, the spatial part of T typically
generalizes the classical stress tensor, as measured by u. So T is a symmetric
(0, 2) tensor; the energy density measured by u is T (u, u) and for most of
forms of matter it is non-negative. The conservation of energy-momentum is
expressed, infinitesimally, by the condition divT̄ = 0 where T̄ = U1

1T .

W.M. Oliva: LNM 1798, pp. 165–181, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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For the relation between T and the curvature tensor of (Q, 〈, 〉), Einstein
proposed the formula G = kT where G is some variant of the Ricci curva-
ture and k is a constant. Of course if we want divT̄ = 0 we also need to
have divḠ = 0 where Ḡ = U1

1G. Then if one recalls the definition of scalar
curvature, S = C1

1 (U1
1Ric), we have the following:

Definition 9.1.1. The Einstein gravitation tensor G of the space-time
(Q, 〈, 〉 = g) is the (0, 2)-tensor field defined by G = Ric − 1

2Sg and the
equality G = 8πT is called the Einstein equation.

In the above equation it is assumed that we are using units such that
Newton’s universal gravitation constant is equal to 1.

The next result tell us how matter G = 8πT determines Ricci curvature:

Proposition 9.1.2. The Einstein gravitation tensor G is symmetric and
Ḡ = U1

1G has divergence zero. Moreover, Ric = G− 1
2C(G)g where C(G) =

C1
1U

1
1G.

Proof: Both Ric and g are (0, 2) symmetric tensor fields, hence G = Ric− 1
2Sg

is symmetric. It is well known that for any function f we have:

divfU1
1 g = df (see Exercise 9.1.3, below);

on the other hand, by Proposition 3.4.15 we have divR̄ic = 1
2dS. Then

divḠ = divU1
1G = divU1

1Ric− 1
2
divU1

1Sg, that is,

divḠ = divR̄ic− 1
2
divSU1

1 g =
1
2
dS − 1

2
dS = 0.

But we also know that C(g) = C1
1U

1
1 g = dimQ = 4, so C(G) = C(Ric) −

1
2C(Sg) = C1

1U
1
1Ric − 2S = S − 2S = −S; finally, from definition 9.1.1 we

have:
Ric = G +

1
2
Sg = G− 1

2
C(G)g.

Exercise 9.1.3. Show, using local coordinates, that divfU1
1 g = df .

9.2 Geometric aspects of the Einstein equation

The next two sections follow, closely, chapters 4. and 5. of the book [25],
“Gravitational Curvature”, by Theodore Frankel, with natural adaptations
of notation and style.

Let (e0, e1, e2, e3) be an orthogonal basis of TpQ such that:
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〈ei, ej〉 = −1 if i = j = 0,

〈ei, ej〉 = +1 if i = j �= 0,

〈ei, ej〉 = 0 if i �= j.

Set εξ = 〈ξ, ξ〉 = ||ξ||2, the indicator of a unit vector ξ, which is equal
to +1 or −1. Let us write εi = εei , so ε0 = −1 and εα = +1 for α = 1, 2, 3.
As we saw, a two-dimensional subspace P (spanned by v and w) of TpQ is
nondegenerate if

q(v, w) =‖ v ‖2 . ‖ w ‖2 −〈v, w〉2 �= 0.

The sectional curvature (see (3.23), (3.30)) K(P ) of P is well defined for
non degenerate planes, by

K(P ) = 〈Rvwv, w〉/q(v, w).

For the orthonormal basis considered above we have q(ei, ej) = εiεj when
i �= j. If Pij is the two plane spanned by {ei, ej} we have

K(Pij) = εiεj〈Reiejei, ej〉, for all i �= j.

K(Pij) is the Gaussian curvature at p ∈ Q of the two-dimensional manifold
formed by all the geodesics through p that are tangent to Pij .

The Ricci tensor defines a quadratic form Ric(ξ, ξ) for a vector ξ; it can be
proved that Ric(ξ, ξ) is equal to minus the trace of the linear transformation
Aξ : η �→ Rηξξ (see [53] p. 219), so

Ric(ξ, ξ) = −Σiεi〈Reiξξ, ei〉.

Then, applying Ric to the vectors ei, we have

Ric(ej , ej) = εjΣi 
=jK(Pij), S = Σi 
=jK(Pij). (9.1)

So Ricci and scalar curvature are sums of sectional curvatures. If u is an
instantaneous observer, Au leaves u⊥ invariant and Au : u⊥ → u⊥, the tidal
force operator, is the way under which u measures gravity.

The Einstein gravitational tensor is also a sum of sectional curvatures; in
fact G = Ric− 1

2Sg. A simple computation shows that

G(ei, ei) = −εiΣk �=i�=j

k<j
K(Pkj). (9.2)

So, −εiG(ei, ei) is the sum of the sectional curvatures of the three coordinate
2-planes not containing ei. For example, since ε0 = −1 we have

G(e0, e0) = K(P12) + K(P13) + K(P23).
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Using the Einstein equation G = 8πT we are able to obtain another equation
relating the stress energy tensor with sectional curvatures; in fact:

−8πεiT (ei, ei) = ΣK(P⊥
i ) (9.3)

where P⊥
i is any plane of the form Pjk for j �= i and k �= i.

Let V 3 be a 3-dimensional submanifold of the space-time (Q, 〈, 〉 = g) and
let N be a smooth field of unit vectors orthogonal to V 3. If p ∈ V 3, a linear
map b : TpV

3 → TpV
3 is defined by b(X) = −∇XN , where the covariant

derivative takes place in Q (here N represents a local extension of N(p) to a
neighborhood of p). Of course that (∇XN)(p) ∈ TpV

3 since 〈∇XN,N〉 = 0.
If Y ∈ TpV

3 one computes 〈b(X), Y 〉 = −〈∇XN,Y 〉 = 〈N,∇XY 〉 and, also,
the second fundamental form of the embedding i : V 3 → Q (see (5.28)) gives

〈B(X,Y ), N〉 = 〈∇XY − (∇XY )T , N〉 = 〈∇XY,N〉 = 〈b(X), Y 〉

(we use the same notation to represent tangent vector or its local extension
as vector-field).

The above equality shows the relation between B and the linear map b.
So b is also called the second fundamental form of the hypersurface V 3, at p.
It is easy to see that b is self-adjoint; in fact,

〈b(Y ), X〉 = 〈∇YX,N〉 = 〈∇XY − [X,Y ], N〉 = 〈∇XY,N〉 = 〈b(X), Y 〉

(because [X,Y ](p) ∈ TpV
3)).

Since the scalar product in TpV
3 need not be positive definite, the eigen-

values of b need not to be real. If one assumes that b does have three real
eigenvalues (in particular this will happen if V 3 has spacelike tangent vectors,
so the induced scalar product is positive definite), the eigendirections can be
chosen to be orthogonal. Take X and Y to be unitary eigenvectors associated
to eigenvalues kX and kY . A generalized Gauss egregium theorem can
be stated using the equality of the next exercise.

Exercise 9.2.1. Prove the equality:

K(PXY ) = KV (PXY )− εNkXkY (9.4)

where K(PXY ) is the sectional curvature in Q of the plane PXY spanned by
X and Y , KV (PXY ) is the sectional curvature in V 3 with the induced metric
and εN = 〈N,N〉 is the indicator of the unitary normal N .

Take now V 3 being a hypersurface of Q with spacelike tangent at p ∈ V 3.
Let e0 = N be unitary and normal to TpV

3 and let (e1, e2, e3) an orthonormal
basis of TpV

3. Then we have from (9.3):

8πT (e0, e0) = K(Pe1e2) + K(Pe1e3) + K(Pe2e3).

We may choose a basis (e1, e2, e3) corresponding to the principal curvatures
(k1, k2, k3), eigenvalues of the second fundamental form b : TpV

3 → TpV
3.
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Using the generalized Gauss egregium theorem (Exercise 9.2.1) we get from
(9.1) and the last equation:

8πT (e0, e0) = KV (Pe1e2) + KV (Pe1e3) + KV (Pe2e3)
+ k1k2 + k1k3 + k2k3

=
1
2
SV + k1k2 + k1k3 + k2k3, (9.5)

where SV is the scalar curvature of V 3 at p, in the induced metric. The mean
curvature of V 3 ⊂ Q at the point p ∈ V 3 is H = trace(b) = k1 + k2 + k3.
Let us set trace(b ∧ b) = k1k2 + k1k3 + k2k3, because this is the trace of the
natural extension of b to a linear transformation of bi-vectors. Then

8πT (e0, e0) =
1
2
SV + trace(b ∧ b). (9.6)

Remark 9.2.2. Consider now the case in which V 3 is a totally geodesic
space-like hypersurface, that is, every geodesic of V 3 in the induced metric
is also a geodesic of (Q, 〈, 〉 = g); this is equivalent to say that the second
fundamental form b is identically zero. So k1 = k2 = k3 = 0 and

SV = 16πT (e0, e0) = 2G(e0, e0). (9.7)

9.3 Schwarzschild space-time

A region of a space-time (Q, 〈, 〉 = g) is said to be empty if the stress energy
tensor T is zero there; from Einstein equation, G = 8πT is also zero and by
Proposition 9.1 we have that Ric vanishes in that region. But the region itself
need not be flat; it can be curved because of matter elsewhere and when is
flat the region is called a vacuum.

A very important case is concerned with a spherically symmetric
mass-energy distribution, like an idealized “sun” in an otherwise empty
universe. One may try to find such a universe as a space-time of the form
Q = R × R

3, with matter centered at 0 ∈ R
3, and 〈, 〉 = g defined by

ds2 = g00(x)dt2 +
∑3
i=1(g0i(x)dtdxi) + dl2 where g00, g0i and dl2 are in-

dependent of t = x0, that is, the universe is stationary; if moreover
g01 = g02 = g03 = 0, the universe is said to be static. It is natural to
introduce spherical coordinates (r, θ, ϕ) in R

3; spherical symmetry does im-
ply that the 2-spheres r= constant, in the spatial sections V 3

t , carry a metric
of constant Gauss curvature, the constant depending on r. We shall also
normalize the coordinate r in order that the 2-spheres S2

r , r= constant,
have Gauss curvature 1/r2 (just like the Euclidean sphere of radius r and,
of course, with 4πr2 as area). So, we have, on Q = R × R

3, a pseudometric
given by the line element
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ds2 = g00(r)dt2 + grr(r)dr2 + r2dΩ2,

dΩ = dθ2 + sin2 θdϕ2.

The point, now, is to proceed with the determination of g00(r) and grr(r),
that is, we have to exhibit the pseudo-Riemannian metric 〈, 〉 = g for (Q, 〈, 〉 =
g).

Schwarzschild discovered his spacetime in 1916, very soon after the ap-
pearance of general relativity; in the beginning, only half of it, the exterior,
seemed to be physically significant. However, a (non-rotating) black hole
could be modeled by the neglected half, suitably joined to the exterior.

The flatness (Minkowski) at infinity and vacuum looks to be the way of
saying that the only source of gravitation, in the Schwarzschild universe, is
the “sun”; sufficiently far away from the source of gravitation, that is, as r
goes to infinity, the metric of line element

ds2 = g00(r)dt2 + grr(r)dr2 + r2(dθ2 + sin2 θdϕ2) (9.8)

has to approach the Minkowski metric of an empty spacetime, that is, we
have to obtain the limit line element

−dt2 + dr2 + r2(dθ2 + sin2 θdϕ2).

So, g00(r)→ −1 and grr(r)→ 1, as r →∞.
Each spatial section V 3

t of Q is an isometric copy of V 3 = V 3
0 since the

coefficients of the metric ds2 do not depend on time. We shall try to consider
V 3 embedded as a submanifold Ṽ 3 of R

4 given by a simple equation

w = w(r, θ, ϕ) = w(r).

The original spatial section V 3 is the set of fixed points of the isometry
(t, x)→ (−t, x) of Q = R

4, so V 3 is totally geodesic (isometries take geodesics
into geodesics and any geodesic is determined by its initial velocity). So, from
the remark at the end of section 9.2 (see (9.7)) we have

SV 3 = 16πT (ξ, ξ) = 2G(ξ, ξ)

where ξ is the unit normal to V 3. Since V 3 and Ṽ 3 are supposed to be
isometric and Ṽ 3 is given by w = w(r), one can write SṼ 3 = 16πρ(r), where
ρ = ρ(r) depends on T .

The metric on V 3 has line element

dl2 = grr(r)dr2 + r2(dθ2 + sin2 θdϕ2)

while the one on Ṽ 3, induced from the Euclidean metric, has line element
dl2 = dw2 + dr2 + r2(dθ2 + sin2 θdϕ2); then we obtain

grr(r) = 1 + (
dw

dr
)2. (9.9)
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To the embedded submanifold Ṽ 3 of the flat space R
4 with unit normal N ,

can be applied the generalized Gauss egregium theorem and we have

−8πT (N,N) =
1
2
SṼ 3 − (k1k2 + k1k3 + k2k3)

with GR4(N,N) = 8πT (N,N) = 0, then

SṼ 3 = 2(k1k2 + k1k3 + k2k3)

where k1, k2, k3 are the principal curvatures of Ṽ 3 ⊂ R
4. A simple computa-

tion ([25] p.48 and 49) shows that

k1 = k2 =
1
r
[1− 1/grr(r)]1/2 and

k3 =
d2w

dr2 /

[
1 +

(
dw

dr

)2
]3/2

.

From the relations above one obtains

SV 3 = SṼ 3 =
2

rgrr

(
grr − 1

r
+

dgrr/dr

grr

)
= 16πρ(r)

so, one arrives to the Bernoulli ordinary differential equation:

dgrr
dr
− 1

r
grr = (8πrρ(r)− 1

r
)g2
rr,

that gives the solution

grr =
[
1− α

r
− 2

r

∫
4πr2ρ(r)dr

]−1

,

α being a constant; we put α = 0 to prevent grr from vanishing at the origin.
Define

m(r) =
∫ r

0
4πs2ρ(s)ds (9.10)

then

grr =
[
1− 2m(r)

r

]−1

. (9.11)

Assume now that the spherical ball of mass-energy has “radius” r0 and
so ρ(r) = 0 for r > r0. If m = m(r0) we have m(r) = m for r ≥ r0, and the
spatial metric can be given by

dl2 =
dr2

1− 2m(r)
r

+ r2(dθ2 + sin2 θdϕ2).
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We must find now the coefficient g00(r) of the metric. The vacuum (or
Ricci flat) condition together with the Minkowski condition at infinity will
be enough. In fact we use an equation that we will derive in Proposition
9.3.2 below. Let er be a unit vector in the radial direction ∂

∂r . The Einstein
equation involving T (er, er) becomes, in empty space:

0 = − 1
r2 +

1
r2grr

+
2

rgrr

∂

∂r
log
√
−g00 (9.12)

that we combine with (9.11), that is, with

grr =
[
1− 2m(r)

r

]−1

,

where, for r ≥ r0 one has m(r) = m.
Then, we obtain for r ≥ r0:

r2

√
g
rr

∂

∂r

√
−g00 = m

√
grr
√
−g00.

Now, we integrate the last identity taking into account that grr = [1 −
2m(r0)
r ]−1 tends to 1 as r → ∞ and that g00 tends to −1 as r → ∞; we

then obtain grr.g00 = −1, that furnishes g00(r).
We arrive, finally, to the famous Schwarzschild exterior solution in

the region r > r0, exterior to the ball:

Proposition 9.3.1. The pseudo-Riemannian metric of the Schwarzschild
exterior solution has line element ds2 = −(1 − 2m

r )dt2 + dr2

(1− 2m
r ) + r2dΩ2,

where
dΩ2 = dθ2 + sin2 θdϕ2.

To derive equation (9.12) we start by making a general discussion about
the solution of a static spherically symmetric mass-energy distribution.
The metric is in the usual form:

ds2 = g00(r)dt2 + grr(r)dr2 + r2(dθ2 + sin2 θdϕ2).

Consider the orthonormal frame

e0 =
∂/∂t√−g00

, e1 =
∂/∂r
√
grr

= er,

e2 =
∂/∂θ

r
= eθ, e3 =

∂/∂ϕ

r sin θ
= eϕ.

It is easy to see that these vectors are eigenvectors of the linear transfor-
mation induced by the Einstein tensor G. This follows because that linear
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transformation is invariant under isometries. The isometry (t, x) → (−t, x)
has the spatial section V 3 as the set of its fixed points, so each tangent space
of V 3 is invariant under the above linear transformation which is, also, self
adjoint and positive definite on the tangent space.

From spherical symmetry we use special isometries to show that er, eϕ, eθ
are eigenvectors so two by two orthogonal. Let p1 = pr, p2 = pθ, and p3 = pϕ
be the eigenvalues corresponding to T = G/8π. Again spherical symmetry
implies pϕ = pθ and we have

T (er, er) = pr, T (eθ, eθ) = pθ = pϕ = T (eϕ, eϕ).

Of course, e0 is also an eigenvector.
We will proceed with the study of T (er, er) = pr. Let W = W 3

r be the
submanifold of Q defined by r = constant �= 0.

One can show that e0, eθ and eϕ are principal directions of W 3
r . If k0, kθ, kϕ

are the principal curvatures, Einstein equation, (9.1), (9.2) and (9.4) give (as
in the derivation of (9.5)):

G(er, er) = 8πT (er, er) = 8πpr = −1
2
SW + k0kθ + k0kϕ + kθkϕ. (9.13)

Denote by bW the second fundamental form of the embedded submanifold
W 3
r , so bW (X) = −∇Xer for any tangent vector X to W 3

r . The principal
curvatures of W 3

r are the eigenvalues of bW . But ∇ere0 = 0 because each
V 3
t is totally geodesic in Q and so its unitary normal e0 is parallel displaced

along V 3
t . As a consequence, since t does not appear explicitly, we can write

∇e0er = ∇ere0 + [e0, er] =
[

∂/∂t√−g00
,
∂/∂r
√
grr

]

= − 1
√
grr

∂

∂r

(
1√−g00

)
∂

∂t
,

so,

bW (e0) = − 1
√
grr

d

dr
(log
√
−g00)e0.

The last formula shows that e0 is eigenvector of bW with eigenvalue (see [25])
p. 135 for more details)

k0 = − 1
√
grr

d

dr
(log
√
−g00). (9.14)

Since bW is self-adjoint, the other two eigenvectors are orthogonal to e0, that
is, tangent to a 2-sphere S2

r = W 3
r ∩ V 3

t . By symmetry one can choose eθ
and eϕ to be the two eigenvectors with equal eigenvalues. The submanifold
ϕ=constant is a totally geodesic surface (the metric does not depend on
ϕ) of the totally geodesic V 3

t . The radial lines in that surface are geodesics
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tangent to er and since er, eθ are orthogonal, one concludes that eθ is a
parallel displacement along the radial lines, so ∇er

eθ = 0. Then

bW (eθ) = −∇eθ
er = −∇ereθ + [er, eθ] = [er, eθ] = − 1

r
√
grr

eθ,

that is
kϕ = kθ = − 1

r
√
grr

and

k0kθ + k0kϕ + kθkϕ =
1

r2grr
+

2
rgrr

d

dr
(log
√
−g00).

To have the right hand side of (9.13) we need to compute the scalar
curvature SW that, by (9.1), is equal to

1
2
SW = KW [e0, eθ] + KW [e0, eϕ] + KW [eθ, eϕ],

for the metric, induced on W = W 3
r , of line element

dl2r = g00(r)dt2 + r2(dθ2 + sin2 θdϕ2),

where r is constant. Consequently, W 3
r carries a product metric for R × S2

r .
Thus the cylinder r=constant, θ = π/2, is a totally geodesic surface in W 3

r

because its projection on S2
r is a geodesic (the equator) of S2

r . The metric in
this cylinder is flat (r=constant), so

g00(r)dt2 + r2dϕ2.

Thus KW [e0, eϕ] = 0 and by symmetry KW [e0, eθ] = 0. Also, S2
r is totally

geodesic in W 3
r = R× S2

r so the metric on S2
r is the standard one, that is

KW [eθ, eϕ] =
1
r2 .

Then, we arrive to

8πT (er, er) = 8πpr = − 1
r2 +

1
r2grr

+
2

rgrr

d

dt
(log
√
−g00). (9.15)

Proposition 9.3.2. In a space-time with a static, spherically symmetric
mass-energy distribution, with line element written in the usual form ds2 =
g00(r)dt2 + grr(r)dr2 + r2(dθ2 + sin2 θdϕ2), then pr = T (er, er) is given by
(9.15). In particular, if the space-time is empty one obtains (9.12).

From equations (9.11) with m(r) = m and (9.9) one arrives to 1+(dwdr )2 =
(1 − 2m

r )−1. If we specify, for example, that w = 0 when r = 2m, we arrive
to w2(r) = 8m(r − 2m) which exhibits the exterior spatial universe as a
paraboloid of revolution, the Flamm paraboloid.
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9.4 Schwarzschild horizon

The coefficients g00(r) = −1
grr

(r) and grr(r) = [1− 2m
r ]−1 become unacceptable

at r = 2m. For most normal bodies the “Schwarzschild radius” 2m occurs
inside the mass, that is, 2m < r0 and so there is no contradiction with the
exterior solution given by Proposition 9.3.1. If, however, the ball is so massive
that happens 2m > r0, then the exterior solution has to be restricted to the
region r > 2m > r0. This happens in the case of a (non-rotating) black hole.
The value r = 2m is called the Schwarzschild horizon; at this point grr be-
comes infinity and g00 is equal to zero. It can be proved that the sectional cur-
vatures of (Q, 〈, 〉) at the planes [er, eθ], [er, eϕ], [eθ, eϕ], [et, eθ], [et, er], [et, eϕ]
are well-behaved at r = 2m ([25] p. 52, 53). This suggests that r = 2m
might be only a singularity of the coordinate system. A nice question is how
to introduce new coordinates into the region r ≤ 2m and how to extend
the Schwarzschild exterior solution. For more informations on this and other
related questions see [25] and [53].

9.5 Light rays, Fermat principle and the deflection of
light

We start this section with the definition of a Killing vector-field. Let X ∈
X (Q) be a vector-field on a pseudo-Riemannian manifold (Q, 〈, 〉). For each
p ∈ Q, let ϕ : (−ε, ε)× U →M , ε = ε(p), be the (local) flow of X defined in
an open neighborhood U of p, that is, for |t| < ε, t→ ϕ(t, q) is the trajectory
of X passing through q ∈ U at the time t = 0. X is Killing (or infinitesimal
isometry) if, for each fixed t ∈ (−ε, ε), the local diffeomorphism ϕt : U → Q,
given by ϕt(q) = ϕ(t, q), is an isometry.

Exercise 9.5.1. X ∈ X (Q) is Killing if, and only if, 〈∇YX,Z〉+〈∇ZX,Y 〉 =
0 for all Y,Z ∈ X (Q), ∇ being the Levi-Civita connection corresponding to
〈, 〉.

If T is the tangent vector -field to a geodesic C of the metric, so ∇TT = 0,
and given a Killing vector-field X on Q, we have that 〈X,T 〉 is constant along
C. In fact

T 〈X,T 〉 = 〈∇TX,T 〉+ 〈X,∇TT 〉 = 〈∇TX,T 〉

and, by the last exercise, one arrives to T 〈X,T 〉 = 0.
As an application, consider the motion of a planet around the sun. Neglect

all other matter in the universe and assume that the planet is so small that
we may consider it moving as a material particle of the Schwarschild metric.

Then, we have, in fact, a static metric of line element

ds2 = −(1− 2m
r

)dt2 + (1− 2m
r

)−1dr2 + r2(dθ2 + sin2 θdϕ2) = g00dt
2 + dl2.
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It is clear that ∂
∂t and ∂

∂ϕ are Killing vector-fields because this metric does
not depend on t and ϕ.

As for special relativity, the motions of free-falling particles are repre-
sented by timelike geodesics. Denote by τ the proper time along the time-like
geodesic C which represents the material particle with tangent vector-field T ;
so

T =
dt

dτ

∂

∂t
+

dr

dτ

∂

∂r
+

dθ

dτ

∂

∂θ
+

dϕ

dτ

∂

∂ϕ
and 〈T, T 〉 = −1.

We then have two constants of motion 〈T, ∂∂t 〉 and 〈T, ∂
∂ϕ 〉 along a geodesic

C of the static metric. In particular, for the Schwarzschild case, one has:

〈T,
∂

∂t
〉 =

dt

dτ
〈 ∂
∂t

,
∂

∂t
〉 = − dt

dτ
(1− 2m

r
) = const = −E, (9.16)

〈T,
∂

∂ϕ
〉 =

dϕ

dτ
〈 ∂

∂ϕ
,

∂

∂ϕ
〉 =

dϕ

dτ
r2 sin2 θ = const = h. (9.17)

If the planet has an initial spatial velocity vector tangent to the spatial surface
θ = π/2, by symmetry it will remain there; equation (9.17) gives r2 dϕ

dτ = h

which replaces the classical angular momentum r2 dϕ
dt = r2 dϕ

dτ
dτ
dt = h

E (1− 2m
r ),

which is not constant, except in motions with r = const. If we consider a
radial motion of such a planet, that is, if the motion is initially radial (dϕdτ = 0
at a certain time), then r2 dϕ

dτ = h = 0 so ϕ must be constant. One concludes
that dθ = dϕ = 0 and then, since ds2 is negative for time-like curves we
obtain

−
(
dτ

dt

)2

= g00(r) + grr(r)
(
dr

dt

)2

= −
(

1− 2m
r

)
+

(
1− 2m

r

)−1 (
dr

dt

)2

and so (
dr

dt

)2

=
(

1− 2m
r

)2 [
E2 −

(
1− 2m

r

)]
/E2. (9.18)

If we assume that the particle satisfies dr
dt = 0 at r = R > 2m, (9.18) implies

that E2 = (1− 2m
R ) and also shows that a spatially fixed observer (the spatial

coordinates are constants along his worldline) would see the particle taking
an infinite time t to reach the Schwarzschild horizon (that follows because
dr
dt ∼ (r − 2m) as r → 2m). But, an observer falling with the particle and
using the proper time τ would observe that(

dr

dτ

)2

=
(
dr

dt

)2 (
dt

dτ

)2

= E2 −
(

1− 2m
r

)
→ 1− 2m

R
, as r → 2m,

and the particle takes only a finite amount of its proper time to cross the
horizon.

The general relativistic treatment of the orbit of a planet around the sun
leads to Einstein’s famous explanation of the precession of Mercury’s classical
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elliptical orbit. The analysis was made with the use of the two constants of
motion (9.16) and (9.17) derived above (see [2]).

Recall now some basic facts about geodesics under the point of view of
the Calculus of Variations. Start with a one-parameter family of smooth
curves Cε : [0, 1] → Q, Cε(λ) ∈ Q (the space-time), |ε| < ε0. Each Cε is
called a variation of the basic curve C0. One assumes that this family of
curves is given by a C2-differentiable function x = x(ε, λ). Let us denote by
T (ε, λ) = ∂x

∂λ the tangent vector-field along the curve Cε and by X(ε, λ) = ∂x
∂ε

the tangent vector-field along the curve x(., λ), with λ fixed.
The “energy” integral of Cε is given by

A(ε) =
1
2

∫ 1

0
〈T (ε, λ), T (ε, λ)〉dλ. (9.19)

It is a simple matter to show that ∇XT = ∇TX, so, by derivative of (9.19)
we arrive to

2A
′
(ε) =

d

dε

∫ 1

0
〈T, T 〉dλ =

∫ 1

0

∂

∂ε
〈T, T 〉dλ

= 2
∫ 1

0
〈∇XT 〉dλ = 2

∫ 1

0
〈∇TX,T 〉dλ

= 2
∫ 1

0

∂

∂λ
〈X,T 〉dλ− 2

∫ 1

0
〈X,∇ ∂

∂λ
T 〉dλ, so

A
′
(ε) = 〈X,T 〉|10 −

∫ 1

0
〈X,∇TT 〉dλ. (9.20)

Then, if A
′
(0) vanishes for all variations whose variation vector X(0, λ)

is such that X(0, 0) = X(0, 1) = 0, so
∫ 1
0 〈X(0, λ),∇TT 〉dλ = 0 and

we have ∇TT = 0 along C0, otherwise we can choose X(0, λ) such that
〈X(0, λ),∇TT 〉 ≥ 0 but positive in a subset of (0, 1) with positive measure,
leading to a contradiction.

Then C0 must satisfy the geodesic equation ∇TT = 0. Along such a
geodesic we have d

dλ 〈T, T 〉 = 2〈∇TT, T 〉 = 0, and so, T must have con-
stant length 〈T, T 〉 over C0. If C0 is light-like (resp. time-like; resp. space-like)
we have 〈T, T 〉 = 0 (resp. < 0; resp. > 0).

According to one of the fundamental hypotheses of general relativity, a
light ray traces out a geodesic world line in the space-time Q. When we are
in a universe Q with coordinates (t, x1, x2, x3) the spatial slices are given by
t=constant and the spatial trace of the light ray is not necessarily a geodesic
in the spatial metric. We shall investigate the spatial curvature of the ray.

Consider a universe with line element ds2 = g00dt
2 + dl2; then since the

path of a light ray satisfies ds2 = 0, we have dl
dt =

√−g00. Let P̃ and S̃ be
nearby points in the spatial section V 3 ∼= V 3

0 and consider a one-parameter
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family C̃ε of spatial curves joining P̃ to S̃ and traversed with the local speed
of light, dl

dt =
√−g00. Each of the curves C̃ε has a unique lift to a light-

like curve C̃ε, all starting at P = (0, P̃ε) in the spacetime Q but ending
perhaps at different times tε over S̃, that is C̃ε goes from P = (0, P̃ε) to
(tε, S̃). Parametrize C̃ε by λ ∈ [0, 1] and get, analogously equations (9.19)
and (9.20). Since C̃ε is light-like we have A(ε) = 0 and then

0 = A
′
(0) = 〈X,T 〉|SP −

∫ 1

0
〈X,∇TT 〉dλ. (9.21)

The way we constructed the lift curves implies that X = ∂x
∂ε is zero at P and

also that X has no spatial component at S = (t0, S̃). Call X = δt ∂∂t at S and
from (9.20) we obtain (making ε = 0):

δt〈 ∂
∂t

, T 〉 =
∫ 1

0
〈X,∇TT 〉dλ.

Since T is light-like we know that 〈 ∂∂t , T 〉 �= 0 then

δt = 〈 ∂
∂t

, T 〉−1
∫ 1

0
〈X,∇TT 〉dλ. (9.22)

If, moreover, C0 is a light ray, then C̃0 is the spatial path of a light ray
from P̃ to S̃ and the fact that C̃0 is a geodesic one obtains ∇TT = 0. That is
precisely Fermat principle of stationary time for our universe: The spatial
path of a light ray gives an extremal for the time necessary to go from P̃ to
S̃ while traveling at the (local) speed of light

√−g00.
Using a classical notation we can express Fermat principle as δ

∫
dt =

δ
∫

dl√−g00 = 0 for the spatial trace of the light ray.
If moreover the universe is static , the spatial trace of the light ray is a

geodesic in V 3 with the “Fermat metric” dlF = dl√−g00 (not in the “spatial
metric” dl).

Coming back to one of the constants of motion along the geodesic C̃0,
choosing λ to be an affine parameter:

〈 ∂
∂t

, T 〉 = 〈 ∂
∂t

,
dx

dλ
〉 = constant = k = g00

dt

dλ

that is, dλdt = g00
k along C0, or

dl

dλ
=

dl

dt

k

g00
=
√
−g00

k

g00
=
−k√−g00

along C0.

From this one concludes that the parameter λ is such that one moves
along the spatial path C̃0 with λ-speed dl

dλ inversely proportional to the local
speed of light

√−g00.
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The spatial path of a light ray is a geodesic in the “Fermat metric” dlF
which is con formally related with the induced “spatial metric” dl (in partic-
ular, angular measurements are the same in both metrics). How is the spatial
path of a light ray “curved” in the metric dl? Recall that if T is the unit
vector field tangent to a curve, then ∇TT = kgN , where kg is the geodesic
curvature for the curve and N is the unit principal normal vector to the
curve.

Proposition 9.5.2. Let dl and dlF = fdl(f > 0) define conformally re-
lated Riemannian metrics for a manifold. Let C be a dlF -geodesic. Then the
geodesic curvature of C in the dl-metric satisfies kg = N(log f), where N is
the dl-unit principal normal vector to C, when kg �= 0.

Proof: In fact, from Proposition 5.2.2 applied to X = Y = T and ζ = log f
one obtains through (5.12):

∇̃TT = ∇TT + 2dρ(T )T − 〈T, T 〉gradρ (9.23)

where ∇̃ is the Levi-Civita connection of the dlF -metric.But ∇̃TT = 0,
〈T, T 〉 = 1 and ∇TT = kgN , so from (9.23) we obtain

0 = 〈kgN,N〉+ 2dρ(T )〈T,N〉 − 〈gradρ,N〉

or
kg = 〈gradρ,N〉 = dρ(N) = N(ρ) = N(log f),

as 〈∇TT, T 〉 = kg〈N,T 〉 = 0 and kg �= 0 implies 〈N,T 〉 = 0.

To finish this chapter we will see two applications of the last Proposition
9.5.2. One to the Poincaré metric in the upper half plane and the other to
the deflection of light.

The Poincaré metric is given by the line element

dlF =
dl

y
=

√
dx2 + dy2

y
, y > 0,

that is, f(x, y) = 1
y in the notation of Proposition 9.4. Let C be a geodesic of

the Poincaré metric with Euclidean curvature

kg = N(log
1
y
) = −Nx(

∂

∂x
(log y)−Ny ∂

∂y
(log y) = −Ny 1

y
= −1

y
〈N,

∂

∂y
〉.

Under a π
2 -rotation we see that 〈N, ∂

∂y 〉 = 〈T, ∂
∂x 〉 where T is the Euclidean

unit tangent to C0. Since 〈A,B〉F = 1
y2 〈A,B〉 and yT is the Poincaré unit

tangent TF , we see that kg = −〈TF , ∂
∂x 〉F . But ∂

∂x is a Killing vector-field and
C is a geodesic (both for the Poincaré metric) then kg is constant along C, and
so, C is contained in an Euclidean circle. Since 〈TF , ∂

∂x 〉F �= 0 at the highest



180 9 General relativity

point of C, it must be like that when C has vertical tangent; also 〈T, ∂
∂x 〉 = 0

when y = 0. Then the Poincaré geodesics are circular arcs that cut the x-axis
orthogonally (the circular arcs can degenerate to vertical lines).

The deflection of light can be estimated when a spatial path of a
light ray emanating from a distant star passes near the sun and strikes
the earth, which again is considered as a material particle. We first write
the Schwarzschild ds2 in an isotropic form, which exhibits the “spatial
metric” dl2 as conformally related with the flat “Euclidean metric” dl̃2 =
dρ2 + ρ2(dθ2 + sin2 θdϕ2) = dx2 + dy2 + dz2 of R

3. This is accomplished by
making the coordinate transformation corresponding to

(1− m
2ρ )

2

(1 + m
2ρ )

2 = (1− 2m
r

).

Exercise 9.5.3. Prove that in these coordinates the line element ds2 has the
expression

ds2 = −
(1− m

2ρ )
2

(1 + m
2ρ )

2 dt
2 + (1 +

m

2ρ
)4dl̃2.

We wish to compare the spatial light path with a y=constant line which
is a geodesic in the flat metric. The light ray traces out a geodesic in the
Fermat metric for the spatial sections, so

dl2F = f2(ρ)dl̃2, f(ρ) = (1 +
m

2ρ
)3(1− m

2ρ
)−1.

We have written the Fermat metric conformally related to the flat metric dl̃2

of R
3.

The path of the light passing near the sun may be taken very close to a
horizontal line y = R > 0 in the flat (x, y) plane, the sun centered at the
origin of R

2. Since the deflection is very small, we approximate the flat unit
normal by N ∼ − ∂

∂y . From Proposition 9.5.2 applied to dlF = f(ρ)dl̃ one
obtains, for the flat-space curvature of the light ray path, at radial coordinate
ρ:

kg = N(log f) ∼ − ∂

∂y
(log f) =

my

2ρ3

[
3

1 + m
2ρ

+
1

1− m
2ρ

]

∼ mR

2ρ3

[
3

1 + m
2ρ

+
1

1− m
2ρ

]
=

mR

2ρ3

[
4− m

ρ

(1− m2

4ρ4 )

]
.

Discarding terms involving m2 we arrive to

kg =
2mR

ρ3 .
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Then for the total angular change of the tangent vector to the light ray one
obtains

α =
∫
path

kgdl̃ ∼
∫ +∞

−∞
kgdx ∼ 2mR

∫ +∞

−∞

dx

ρ3 ;

and, also, using the approximation ρ3 ∼ (x2 + R2)3/2 we get

α ∼ 2mR

∫ +∞

−∞

dx

(x2 + R2)3/2
=

4m
R

,

which is the classical expression obtained by Einstein in 1915.
For much, much more on this and other questions on general relativity

one can start by reading, carefully, references [25] and [53] (chapters 12, 13
and 14). More detailed treatments can be found in [61] and [30].



A Hamiltonian and Lagrangian formalisms

A.1 Hamiltonian systems

LetM be an even dimensional differentiable manifold. A symplectic man-
ifold is a pair (M, ω), where ω is an (alternate) non degenerate and closed
2-form on M. (We will assume enough differentiability for the data).

If (M, ω) and (N , ν) are symplectic manifolds and f : M → N is a
diffeomorphism such that f∗ν = ω, that is f is a symplectic preserving dif-
feomorphism, f is said to be a canonical transformation.

Example A.1.1. M = R
2n = {(q, p)} with the natural 2-form

ω = dp1 ∧ dq1 + . . . + dpn ∧ dqn

is a symplectic manifold.

Example A.1.2. The cotangent bundle M = T ∗Q, of an arbitrary differen-
tiable manifold Q, is a symplectic manifold. The 2-form ω will be, in this case,
the derivative dθ of a 1-form described below. Let τT∗Q : px ∈ T ∗Q �→ x ∈ Q
be the natural projection; for all px ∈ T ∗Q and σpx ∈ Tpx(T ∗Q), one defines

θ(px)(σpx) = px(dτT∗Q(σpx)).

Any local coordinate system U(q̃1, . . . , q̃n), on Q induces a natural systems
of coordinates τ−1

T∗Q(U)(q, p), qi = q̃i ◦ τ, i = 1, . . . , n on T ∗Q. In these
coordinates, an element px ∈ T ∗Q represented by px = (ai, νi) means that
x = (ai) and px = Σn

i=1νidq̃i(x). Also the 1-form θ locally given by θ =
Σn
i=1pidqi implies ω = dθ = Σn

i=1dpi ∧ dqi.

A pair (M2n, ω) is called an exact symplectic manifold if ω = dθ
where θ is a 1-form defined onM. In the last example we saw that (T ∗Q,ω)
is exact.

Given a symplectic manifold (M, ω) and a C2-function H :M→ R, one
defines the Hamiltonian vector field XH by the condition ω(η,XH) =
dH(η) for all vector fields η defined onM. We remark that XH is well defined
since ω is nondegenerate; the function H is usually called a Hamiltonian
function.

An important result due to Darboux gives us local coordinates (called
Darboux coordinates) for which ω and XH have useful expressions:

W.M. Oliva: LNM 1798, pp. 183–193, 2002.
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Theorem A.1.3. (Darboux) Let (M, ω) be a symplectic manifold. Every
point of M has a coordinate neighborhood U = U(q1, . . . , qn, p1, . . . , pn) such
that

ω|U = dp1 ∧ dq1 + . . . + dpn ∧ dqn.

(For a proof see [1], [4])
Using these coordinates, also called canonical coordinates, the local

expression of XH assumes the classical form:

q̇i =
∂H

∂pi
, ṗi = −∂H

∂qi
, i = 1, . . . , n

called a system of Hamilton equations

Remark A.1.4. The following facts will be mentioned without proofs. For
details see [4] and [1].

a- Every symplectic manifold (M, ω) is orientable since it admits the
following volume form Ω2n = ω ∧ . . . ∧ ω (n times).

b- If φtH denotes the one parameter pseudogroup of local diffeomorphisms
generated by XH , then (φtH)∗

ω = ω and the flow φtH preserves the volume
form Ω2n.

c- The Hamiltonian function H is constant along trajectories of XH , that
is,

dH(XH) = ω(XH , XH) = 0.

This is the so called conservation of energy law. The subset {H = h} is
an invariant set for XH .

d- The Poisson bracket (H,G) of two C∞- functions H and G on
(M2n, ω) is the C∞-function defined by

(H,G) = ω(XG, XH).

This operation turns the set C∞(M) of all C∞ real valued functions defined
onM into a Lie algebra because the Jacobi identity

((F,G), H) + ((G,H), F ) + ((H,F ), G) = 0

holds true. Moreover, the map H �→ XH is a homomorphism of Lie algebras
because (H.G) �→ [XH , XG], where [., .] is the Lie algebra bracket for two
vector fields on M. When (H,G) = 0 the functions H and G are said to be
in involution and, since [XH , XG] = 0, XH and XG are commuting vector
fields. This also means that the local flows φtH and φsG satisfies

φtH .φsG = φsG.φ
t
H .

When φtH is defined for all t ∈ R, XH is said to be complete.
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Example A.1.5. According to Newton’s law, the motion of a particle under a
potential V = V (x) is given by the second order equation ẍ = −∂V∂x , x ∈ R

n,
equivalent to the equations ẋ = y and ẏ = −∂V∂x (x, y) ∈ R

n × R
n. This

system is associated to the Hamiltonian function

E(x, y) =
1
2
|y|2 + V (x).

A.2 Euler–Lagrange equations

In the next two sections we summarize some basic ideas for the calculus of
variation in mechanics and present the foundations of the canonical formalism
for the time dependent systems. Technicalities involving infinite dimensional
manifolds prevent us for present all the needed details and we refer the reader
to [19].

Given a manifold Q, let us consider a Ck-function (k ≥ 3)

L : TQ× R→ R

called a Lagrangian function. As in Example A.1.2, there exists a natural
(local) system of coordinates (q, q̇, t) for TQ × R corresponding to a given
coordinate neighborhood V = V (q̃1, . . . , q̃n) of the configuration space Q. In
these coordinates (q, q̇, t) one constructs the matrix

∂2L

∂q̇2 =
(

∂2L

∂q̇i∂q̇j

)
.

A regular Lagrangian is defined by the condition det∂
2L
∂q̇2 �= 0 everywhere

and the Lagrangian function L is said to be convex or to satisfy the Leg-
endre condition (LC) if the matrix ∂2L

∂q̇2 is positive definite everywhere.
The first notion clearly does not depend on the given system of coordinates
V = V (q̃1, . . . , q̃n). The second notion means that for (q̃1, . . . , q̃n, t) fixed
in V × R, the function L = L(q, q̇, t) is convex in the variables (q̇1, . . . , q̇n)
(see [4]).

Exercise A.2.1. Show that the two notions considered above do not depend
on the coordinates V = V (q̃1, . . . , q̃n) used in their definitions.

Let (t0, q0) and (t1, q1) be two points of R×Q. Denote by Ω1(q0, q1, [t0, t1])
the path space, that is, the set of all C1- paths γ : [t0, t1] → Q such
that γ(t0) = q0 and γ(t1) = q1. If one considers the 1-norm for γ, the path
space is a Banach manifold (see [19], [1] for details) and the tangent space
at a fixed γ (the Banach space of variations of γ), denoted by TγΩ

1, is the
set of all C1-maps v : [t0, t1] → TQ such that τTQ.v = γ and v(t0) =
v(t1) = 0 where τTQ : wx ∈ TQ → x ∈ Qis the natural projection. To
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a given Ck (k ≥ 3) Lagrangian function L : TQ × R → R one associates
the action of L, that is, the functional AL : Ω1(q0, q1, [t0, t1]) → R defined
by AL(γ) =

∫ t1
t0

L(γ(t), γ̇(t), t)dt. We will define what means for γ ∈ Ω1 to
be a solution of L, to satisfy the Euler–Lagrange equation associated to L
and we want to characterize these properties through the Fréchet derivative
of AL. Assume that a local system of coordinates V = V (q̃1, . . . , q̃n) on Q
satisfies γ([t0, t1]) ⊂ V . Each tangent vector v at γ is then characterized by
a pair v(t) = (γ(t), h(t)) ∈ V × R

n, t ∈ [t0, t1], h in class C1 and h(t0) =
h(t1) = 0. The functions h = h(t) represent the variations of γ ∈ Ω1 in these
natural local coordinates in which the Lagrangian function L has a local
representation L = L(q, q̇, t).

Proposition A.2.2. Given a Lagrangian function (of class Ck, k ≥ 3), the
action AL is differentiable and its Fréchet derivative dAL(γ) is given by

dAL(γ)h =
∫ t1

t0

[
∂L

∂q̇
(γ(t), γ̇(t), t)−

∫ t

t0

∂L

∂q
(γ(τ), γ̇(τ), τ)dτ

]
ḣdt

for all variations h in the class considered above.

Proof: For an arbitrary C1 variation h one has:

dAL(γ)h = lims→0
AL(γ + sh)−AL(γ)

s
=

d

ds

∫ t1

t0

L(γ + sh, γ̇ + sḣ, t)dt|s=0,

so

dAL(γ)h =
∫ t1

t0

[
∂L

∂q
(γ, γ̇, t)h +

∂L

∂q̇
(γ, γ̇, t)ḣ

]
dt,

which exists in a neighborhood of γ ∈ Ω1, is continuous at γ and is continuous
in h at h = 0. Then AL is differentiable at γ and the above limit is dAL(γ)h.
Integrating by parts and using h(t0) = h(t1) = 0 we obtain the result.

We say that γ ∈ Ω1 is an extremal of AL relatively to the variations of γ
in the path space Ω1 if dAL(γ)h = 0 for all h.

Theorem A.2.3. (Hamilton variational principle) A path γ in the space
Ω1(q0, q1, [t0, t1]) is an extremal of the functional AL if, and only if, γ = γ(t)
satisfies the Euler–Lagrange equations

d

dt

[
∂L

∂q̇j
(γ, γ̇, t)

]
− ∂L

∂qj
(γ, γ̇, t) = 0,

∀t ∈ [t0, t1] and j = 1, . . . , n.

Proof: If γ = γ(t) is an extremal of AL then from Proposition A.2.2 we have

0 =
∫ t1

t0

[
∂L

∂q̇
(γ(t), γ̇(t), t)−

∫ t

t0

∂L

∂q
(γ(τ), γ̇(τ), τ)dτ

]
ḣdt,
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for all h ∈ C1 such that h(t0 = h(t1) = 0. If Φ(t) denotes the continuous
vector function between brackets, we will conclude that Φ(t) is constant.
In fact, if k ∈ R

n is any constant vector, the condition above shows that∫ t1
t0

(Φ(t)−k)ḣdt = 0; let h(t) be such that ḣ = Φ(t)−k, then
∫ t1
t0

(Φ(t)−k)2dt =

0 which implies Φ(t) = k. So it is enough to choose h(t) =
∫ t
t0

(Φ(τ) − k)dτ

with k = 1
t1−t0

∫ t1
t0

Φ(τ)dτ . Since[
∂L

∂q̇
(γ(t), γ̇(t), t)−

∫ t

t0

∂L

∂q
(γ(τ), γ̇(τ), τ)dτ

]
= k

one sees that ∂L
∂q̇ (γ(t), γ̇(t), t) is C1 in t then γ(t) satisfies the Euler- Lagrange

equations
d

dt

[
∂L

∂q̇j
(γ, γ̇, t)

]
− ∂L

∂qj
(γ, γ̇, t) = 0, ∀t ∈ [t0, t1].

The converse is easy and we leave it to the reader.

Remark A.2.4. a- If L is C3 and regular (det ∂2L
∂q̇i∂q̇j

�= 0), and γ(t) is an
extremal, then ∂L

∂q̇ (γ(t), γ̇(t), t) = φ(t) is C1 in t. Consider the equation
∂L
∂q̇ (q, q̇, t)− φ(t) = 0 and use the implicit function theorem to obtain q̇ as a
C1 function of q and t; in particular γ̇ is a C1 function of t, then γ(t) is in fact
C2. b- If L is C3 and regular, so γ is C2, one can develop the Euler–Lagrange
equations to obtain:

∂2L

∂t∂q̇j
+

∂2L

∂qr∂q̇j
q̇r +

∂2L

∂q̇k∂q̇j
q̈k −

∂L

∂qj
= 0,

and the regularity of L implies that these equations constitute a smooth
2nd-order C1 system of differential equations in normal form:

q̈k = Ψk(t, q1, . . . , qn, q̇1, . . . , q̇n), k = 1, . . . , n.

c- The value AL(γ), the formula for dAL(γ) and the expressions of the
Euler–Lagrange equations depend on the local system of coordinates V =
V (q̃1, . . . , q̃n) on Q satisfying γ([t0, t1]) ⊂ V ; as a matter of fact, we only con-
sidered the restriction of AL to the (open) set Ω1(V ) = {γ̃ : γ̃([t0, t1]) ⊂ V }.
The facts “AL be differentiable” and “ γ be an extremal of AL” do not de-
pend on the local system of coordinates V = V (q̃1, . . . , q̃n) on Q satisfying
γ([t0, t1]) ⊂ V . So, if γ satisfies the Euler–Lagrange equations correspond-
ing to all local systems of coordinates V = V (q̃1, . . . , q̃n) on Q satisfying
γ([t0, t1]) ⊂ V , we use to say that γ is a solution of the C3 regular Lagrangian
L. Moreover, the Euler–Lagrange equations have a covariant character under
this kind of local coordinates.
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Example A.2.5. The motions of the mechanical system of particles (mi, ri)
under potential forces, coincide with the extremals of the Lagrangian function
L = T − U where U = U(r) is of class Ck, (k ≥ 3) and 2T =

∑
miṙi

2. In
fact by Newton law we have d

dt (miṙi) = − ∂U
∂ri

; but ∂L
∂ṙi

= ∂T
∂ṙi

= miri and
∂L
∂ri

= − ∂U
∂ri

.

Let (M2n, ω) be a symplectic manifold and H :M2n × R → R be a C2

function; this kind of function is called a time-dependent Hamiltonian
function. For each t ∈ R define H : M2n → R by Ht(P ) = H(P, t), P ∈
M2n and let XHt

be the Hamiltonian vector field on M2n of Hamiltonian
function Ht and symplectic form ω. Then XHt is, as before, characterized by
the condition

ω(η,XHt) = dHt(η), ∀η,

η a vector field on M2n. This way it is defined a time-dependent C1

Hamiltonian vector field XH onM2n by the formula XH(t, P ) = XHt(P ),
for all P in M2n. Given canonical coordinates U = U(q1, . . . , qn, p1, . . . , pn)
onM2n, such that ω|U =

∑n
i=1 dpi ∧ dqi, one can write for XHt (orXH) the

classical equations:

q̇i =
∂Ht(q, p)

∂pi
=

∂H

∂pi
(q, p, t), ṗi = −∂H

∂qi
(q, p, t), i = 1, . . . , n.

If we add the equation ṫ = 1 we obtain a vector field X̃H on the manifold
M2n × R.

Let Q be a smooth manifold. Given a C3 Lagrangian function L : TQ×
R → R one introduces a C2 map FL : TQ × R → T ∗Q × R as follows: take
wx ∈ TxQ, fix t, consider the restriction Lt,x of the map Lt : TQ→ R to the
fiber TxQ (here Lt(wx) := L(wx, t)) and define the map

wx ∈ TxQ→ dLt,x(wx) ∈ T ∗
xQ.

The extension FL to TQ × R introduced by the formula FL(wx, t) =
(dLt,x(wx), t) is also called the Legendre transformation associated to
L; here we remark that, usually, one defines the Legendre transformation
when we are dealing with autonomous systems, that is, when L = Lt is
independent on time. In natural coordinates (q, q̇, t) of TQ × R correspond-
ing to a coordinate neighborhood V = V (q̃1, . . . , q̃n) of x ∈ Q, we have
L = L(qi, q̇i, t), wx =

∑n
i=1 q̇i

∂
∂q̃i

and dLt,x(wx) =
∑n
i=1

∂L
∂q̇i

(qi, q̇i, t)dq̃i(x).
This means that the vector wx ∈ TxQ is sent into the one-form dLt,x(wx) =∑n
i=1 pidq̃i(x) ∈ T ∗

xQ where pi = ∂L
∂q̇i

(q, q̇, t). In this computation we have t

and x = (q̃i) fixed. Moreover, if the Legendre condition (LC) holds, that is,
if ∂2L

∂q̇2 is positive definite everywhere, we have that the map

µ : (q̇i) ∈ R
n → (pi =

∂L

∂q̇i
) ∈ R

n
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is injective. In fact, let v1, v2 ∈ R
n, v1 �= v2 and assume Lq̇(v1) = Lq̇(v2). Call

f(λ) = L(λv2 +(1−λ)v1), λ ∈ R, and then f ′(λ) = Lq̇(λv2 +(1−λ)v1).(v2−
v1). The function f ′(λ) is increasing because v1 �= v2 and

f ′′(λ) = ((
∂2L

∂q̇2 )(λv2 + (1− λ)v1)(v2 − v1)).(v2 − v1) > 0.

This means that f ′(0) < f ′(1); but

f ′(0) = Lq̇(v1)(v2 − v1) = Lq̇(v2)(v2 − v1) = f ′(1)

which is a contradiction. On the other hand, µ is a local diffeomorphism if,
and only if, L is regular. The final conclusion is that when L satisfies the
Legendre condition, FL is a diffeomorphism between TQ× R and its image
FL(TQ× R) ⊂ T ∗Q× R.

Example A.2.6. Let (Q, 〈, 〉) be a smooth pseudo-Riemannian manifold and
U : Q → R a smooth potential function. Consider the Lagrangian function
given by L(wx) = 1/2〈wx, wx〉 − U(x). One can show that FL : TQ × R →
T ∗Q×R is a surjective diffeomorphism (that is, onto T ∗Q×R). In fact, the
map (q̇i) ∈ R

n �→ (pi = ∂L
∂q̇i

) ∈ R
n does not depend on U = U(x) and since

1/2〈wx, wx〉 = 1/2〈
∑
i

q̇i
∂

∂q̃i
,
∑
j

q̇j
∂

∂q̃j
〉 = 1/2

∑
i,j

gij(x)q̇iq̇j ,

we have pi =
∑
i gij(x)q̇j with the matrix (gij) = (〈 ∂∂q̃i

, ∂
∂q̃j
〉) being symmet-

ric and non singular. Then it is clear that FL is a surjective diffeomorphism.
Remark that in this example L is regular but not necessarily satisfies the
Legendre condition which occurs if, and only if, 〈, 〉 is a Riemannian metric.

A Lagrangian function L is called a hyperregular Lagrangian if L is
regular and FL is a diffeomorphism from TQ × R onto T ∗Q × R. The La-
grangian function of ExampleA.2.6 is a hyperregular Lagrangian. A technical
condition which implies that a C3-Lagrangian is hyperregular is the following:
for each fixed (t, q), there exists c = c(t, q) > 0 such that

((∂2L/∂q̇2)(q, q̇, t).w).w ≥ c(t, q)〈w,w〉 ∀q̇, w ∈ R
n, t ∈ R.

(for a proof see Proposition 2.2 of [44]).
Assume it is given a C3 hyperregular Lagrangian L : TQ × R → R. One

can associate to L a C2-map HL : T ∗Q× R→ R; to each (px, t) ∈ T ∗Q× R

there corresponds (wx, t) = (FL)−1(px, t) ∈ TQ× R and define

HL(px, t) = px(wx)− L(wx, t).

To any C3 hyperregular Lagrangian L : TQ × R → R there correspond
Euler–Lagrange equations and it is well known that they are equivalent to
Hamilton equations of XHL defined on T ∗Q× R
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Theorem A.2.7. Let L : TQ × R → R be a C3 hyperregular Lagrangian,
HL : T ∗Q×R→ R be the associated Hamiltonian function and wγ(t) ∈ Tγ(t)Q
be the tangent vector-field to a C2-path γ(t) ∈ Q, t ∈ [t0, t1]. If pγ(t) ∈ T ∗

γ(t)Q

is characterized by FL(wγ(t), t) = (pγ(t), t) then γ(t) satisfies the Euler–
Lagrange equations associated to L if, and only if, pγ(t) is an integral curve
of XHL .

Proof: Let us choose a local system of coordinates V = V (q̃1, . . . , q̃n) on Q
such that γ([t0, t1]) ⊂ V and consider two natural systems of coordinates:
(qi, q̇i, t) on TQ × R and Darboux coordinates (pi, qi, t) on T ∗Q × R. In
these coordinates, if wx =

∑n
i=1 q̇i

∂
∂q̃i

and px =
∑n
i=1 pidq̃i, the condition

FL(wx, t) = (px, t) means that pi = ∂L
∂q̇i

(q, q̇, t), or simply, p = ∂L
∂q̇i

(q, q̇, t),
which also determines q̇ = Φ(p, q, t) from the fact that L is hyperregular. But
HL(px, t) = px(wx)− L(wx, t) and so we obtain in these coordinates:

HL(p, q, t) = pq̇ − L(q, q̇, t) = pΦ− L(q, Φ, t).

Remark that HL is C2, then we write:

dHL =
∂HL

∂p
dp +

∂HL

∂q
dq +

∂HL

∂t
dt = Φdp + pdΦ− ∂L

∂q
dq − ∂L

∂t
dt− ∂L

∂q̇
dΦ

that implies

q̇ = Φ =
∂HL

∂p
,

∂HL

∂q
= −∂L

∂q
and

∂HL

∂t
= −∂L

∂t
.

Taking into account the Euler–Lagrange equations

ṗ =
d

dt
(
∂L

∂q̇
) =

∂L

∂q
= −∂HL

∂q
,

one obtains the Hamilton equations. Then, if q(t) satisfies the Euler–Lagrange
equations it follows that (p(t), q(t)) is a solution of the Hamilton equations.
The converse is analogous.

Remark A.2.8. Let H : T ∗Q × R → R be a C2 Hamiltonian function. We
say that H is regular (resp. satisfies the Legendre condition (LC)) if, in
a natural system of coordinates, H = H(p, q, t) admits ∂2H

∂p2 = ( ∂2H
∂pi∂pj

) as a
non singular (resp. positive definite) matrix. As before, these notions do not
depend on natural coordinates. If, now, L : TQ×R→ R is a C3 hyperregular
Lagrangian and HL : T ∗Q×R→ R its associated C2 Hamiltonian function,
we claim that L satisfies (LC) if, and only if, HL satisfies (LC). In fact, in
natural coordinates we have the identity in (q, q̇, t):

HL(q,
∂L

∂q̇
, t) = q̇

∂L

∂q̇
− L(q, q̇, t).
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Then, by derivative with respect to q̇i one obtains

n∑
r=1

∂2L

∂q̇r∂q̇i
(q̇r −

∂HL

∂pr
(q,

∂L

∂q̇
, t)) = 0.

Since L is regular it follows that q̇ = ∂HL

∂p (q, ∂L∂q̇ , t). Again, by derivative one
sees that the matrix ∂2L/∂q̇2 is the inverse of

∂2HL/∂p2(q,
∂L

∂q̇
, t).

This last fact proves the claim.

Remark A.2.9. Starting from a C2 hyperregular Hamiltonian function H :
T ∗Q × R → R and, by using the C1- Legendre transformation FH : T ∗Q ×
R → T ∗∗Q × R, one obtains a C1-Lagrangian function L̃ : T ∗∗Q × R → R.
Since TQ and T ∗∗Q have a natural identification we may think L̃ as a function
defined on TQ× R. A main point is what follows. If an initial C3 hyperreg-
ular Lagrangian L is given, then it induces HL which is a C2 Hamiltonian
obtained with the diffeomorphism FL; we know that HL is regular (but not
necessarily hyperregular) then FHL is not necessarily injective, besides the
fact that FHL is a local diffeomorphism. Then, the relevance of condition
(LC) appears. In fact, if L is C3 and satisfies (LC), FL is a diffeomorphism
onto its image U∗ ⊂ T ∗Q × R and HL : U∗ → R satisfies also (LC); then
FHL : U∗ → T ∗∗Q×R ∼= TQ×R is a diffeomorphism onto its image and L̃ is
defined on this last image. But we will show, now, that the image FHL(U∗)
is equal to TQ×R and that L̃ is precisely L. In particular L̃ is C3. To check
this we recall that the study of FL on TQ × R goes back to the study, in
(local) natural coordinates, of the map:

q̇ ∈ R
n → p =

∂L

∂q̇
(q, q̇, t) ∈ R

n

that gives the C2 inverse q̇ = Φ(p, q, t), and so p = ∂L
∂q̇ (q, Φ(p, q, t), t) is an

identity. The C2 Hamiltonian HL is given in natural coordinates by

HL(p, q, t) = pq̇ − L(q, q̇, t) = pΦ− L(q, Φ, t).

The definition of FHL depends, analogously, on the map

p �→ y =
∂HL

∂p
(p, q, t)

which has an inverse: p = Ψ(q, y, t) (p runs in an open set of R
n). But

∂HL

∂p
(p, q, t) = Φ + p

∂Φ

∂p
− ∂L

∂q̇

∂Φ

∂p
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and then

y =
∂HL

∂p
(
∂L

∂q̇
, q, t) = Φ(q,

∂L

∂q̇
, t) = q̇.

This shows that FHL : U∗ → TQ×R is the inverse of FL and then FHL is
a C2 diffeomorphism. Finally the expressions

L̃ = y.Ψ −HL(Ψ, q, t)

and
L(q, Φ, t) = p.Φ−HL(p, q, t),

show that L̃ is defined on TQ× R and coincides with L.

Remark A.2.10. Let Q be a smooth differentiable manifold. Given L : TQ→
R, a C3 regular (autonomous) Lagrangian, the (autonomous) Legendre trans-
formation FL : TQ → T ∗Q defines a symplectic (exact) structure (TQ, ωL)
with the 2-form ωL = (FL)∗dθ induced by the natural 1-form θ introduced
in Example A.1.2; in this case the C2 map E : TQ→ R defined as

E(wx) = FL(wx)(wx)− L(wx)

is called the energy of the Lagrangian L. It can be proved that the pair
(E,ωL) defines a C1- Hamiltonian vector-field on the symplectic manifold
(TQ, ωL) equivalent to the Euler–Lagrange equations corresponding to L.

Even if we have the C3 Lagrangian L : TQ → R, not necessarily regular,
it makes sense to consider a map called the Euler–Lagrange differential EL
taking a C1-vector field X on TQ into a C1 one-differential form on TQ :

X �→ EL(X) := i(X)FL∗ω − dE

where ω = dθ is the canonical symplectic 2-form on T ∗Q. The elements X
such that EL(X) = 0 (when they exist) are called the Lagrangian vector
fields for L. A second order vector field on TQ is a C1-vector field X that
satisfies dτQXv = v for all v ∈ TQ. The following result is Theorem 3.5.17 of
[1].

Theorem A.2.11. Let X be a Lagrangian vector field for a C3 Lagrangian
function L : TQ→ R (not necessarily regular) and assume X is second order.
Then, in natural coordinates of TQ we have L = L(q, q̇) and if (u(t), v(t)) is
an integral curve of X, it satisfies Euler–Lagrange equations:

d

dt
u(t) = v(t),

d

dt

[
∂L

∂q̇
(u(t), v(t))

]
=

∂L

∂q
(u(t), v(t)).

Moreover, if L is regular, there exists one only Lagrangian vector field X for L
and, since i(X)FL∗ω = dE, X is the (second order) Hamiltonian vector field
on the symplectic manifold (TQ, ωL) associated to the Hamiltonian function
E.
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Remark A.2.12. Lagrangian systems may have external forces; in fact if F :
T Q → T ∗Q is a C1 field of (external) forces and L : TQ→ R is a C3 regular
Lagrangian, there is one only second order vector field X such that

EL(X)(vx) = τ∗
Q(Fvx), for all vx ∈ TQ.

Taking natural coordinates as in the theorem above we obtain the Lagrange
equations for the so called unconstrained Lagrangian system with external
forces and immediately prove the remark. It is also possible to derive the
Lagrange equations for constrained systems (with or without external forces)
but we leave this as an exercise to the reader.

Remark A.2.13. Let us come back to a non-autonomous C2 Hamiltonian
function H :M2n×R→ R and construct the manifoldM2n× (R×R) which
is an even dimensional manifold. IfM2n is symplectic with 2-form ω (M be-
ing T ∗Q for example) and since R×R = {(e, s)} has defined the 2-form de∧ds,
one defines onM2n× (R×R) the symplectic form ω̄ = π∗

1ω+π∗
2(de∧ds), π1

and π2 being the first and second projections. Associated to a local system of
Darboux coordinates p, q) forM2n (see Example A.1.2 for the natural coordi-
nates of T ∗Q), we have thatM2n×(R×R) has local coordinates (p, e, q, s). We
permute them, properly, and obtain Darboux canonical coordinates (p, q, e, s)
because ω̄ is locally given by dp∧dq+de∧ds. Define K :M2n×(R×R)→ R

to be the function K(P, (e, s)) = H(P, s) + e, P ∈ M2n, and let XK be the
(autonomous) Hamiltonian vector field of Hamiltonian function K and sym-
plectic form ω̄. The local expressions for XK with Hamiltonian K(p, q, e, s)
are

q̇ =
∂K

∂p
=

∂H

∂p
ṗ = −∂K

∂q
= −∂H

∂q
ṡ =

∂K

∂e
= 1 ė = −∂K

∂s
= −∂H

∂s

which is a decoupled system because the first three equations do not depend
on the variable e. The last equation can be integrated after the determination
of motions given by the first three ones. The function K does not have critical
points because ∂K

∂e = 1; then for any number k, the submanifold given by
K = k is an invariant manifold for the flow onM2n × (R×R). The motions
on this invariant manifold are the same as those of the extension of a time-
dependent Hamiltonian vector-field considered above: XH(s, P ) = XHs(P ),
P ∈ M2n, with ṡ = 1, that is, the extended Hamiltonian vector-field
X̃H defined onM2n × R.



B Möbius transformations and the Lorentz
group
by José Natário

B.1 The Lorentz group

Recall that the group of all isometries of a Minkowski spacetime is the so-
called Poincaré group . The Lorentz group is the subgroup of the Poincaré
group formed by all linear isometries, or, equivalently, all isometries which fix
the origin. Consequently the Lorentz group determines the relation between
the observations of two inertial observers at a given event in a general curved
spacetime.

If {e0, e1, e2, e3} is an orthonormal basis for the Minkowski 4-spacetime
and

v = v0e0 + v1e1 + v2e2 + v3e3

is a vector, then

〈v, v〉 = −
(
v0)2

+
(
v1)2

+
(
v2)2

+
(
v3)2

=
(
v0 v1 v2 v3

)
−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




v0

v1

v2

v3


= xtηx

where x is the column vector of v’s components and η = diag (−1, 1, 1, 1). If
L is a Lorentz transformation and Λ its matrix representation with respect
to the chosen basis, then one must have

〈Lv, Lv〉 = 〈v, v〉 ⇔ (Λx)t η (Λx) = xtηx⇔ xt
(
ΛtηΛ

)
x = xtηx.

Since this must hold for all x ∈ R
4 and both ΛtηΛ and η are symmetric

matrices, we conclude that

Proposition B.1.1. The Lorentz group is (isomorphic to)

O (3, 1) =
{
Λ ∈ GL(4) : ΛtηΛ = η

}
.

W.M. Oliva: LNM 1798, pp. 195–221, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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Example B.1.2. If R ∈ O (3) then

R̃ =
(

1 0
0 R

)
satisfies

R̃tηR̃ =
(

1 0
0 Rt

)(
−1 0
0 I

)(
1 0
0 R

)
=

(
−1 0
0 RtR

)
=

(
−1 0
0 I

)
= η

and thus R̃ ∈ O (3, 1). It is easy to see that in fact

Õ(3) =
{
R̃ ∈ O (3, 1) : R ∈ O (3)

}
is a subgroup of O (3, 1) isomorphic to O (3). For instance, since cos θ 0 − sin θ

0 0 0
sin θ 0 cos θ

 ∈ O(3)

for any θ ∈ R, we know that
1 0 0 0
0 cos θ 0 − sin θ
0 0 1 0
0 sin θ 0 cos θ

 ∈ O(3, 1);

this Lorentz transformation is said to be a rotation about e3 by an angle θ.

Example B.1.3. Not all Lorentz transformations are rotations. For instance,
defining

B =


coshu 0 0 sinhu

0 1 0 0
0 0 1 0

sinhu 0 0 coshu


one sees that
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BtηB =


coshu 0 0 sinhu

0 1 0 0
0 0 1 0

sinhu 0 0 coshu



−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




coshu 0 0 sinhu
0 1 0 0
0 0 1 0

sinhu 0 0 coshu



=


− coshu 0 0 sinhu

0 1 0 0
0 0 1 0

− sinhu 0 0 coshu




coshu 0 0 sinhu
0 1 0 0
0 0 1 0

sinhu 0 0 coshu



=


sinh2 u− cosh2 u 0 0 0

0 1 0 0
0 0 1 0
0 0 0 cosh2 u− sinh2 u

 = η

and therefore B ∈ O(3, 1). This Lorentz transformation is said to be a boost
in the e3 direction by a hyperbolic angle u.

Let us now recall briefly what is meant by active and passive transfor-
mations. Setting

E =
(
e0 e1 e2 e3

)
it is clear that

v = v0e0 + v1e1 + v2e2 + v3e3 = Ex

and consequently
Lv = L (Ex) = E (Λx) .

In particular,

LE =
(
Le0 Le1 Le2 Le3

)
= L (EI) = E (ΛI) = EΛ.

Thus in the new orthonormal frame E′ = LE the same vector v has new
coordinates x′ such that

v = Ex = E′x′ ⇔ Ex = EΛx′

i.e.,
x′ = Λ−1x.

Thus if Λ represents an active Lorentz transformation L, Λ−1 represents
the corresponding passive transformation, yielding the coordinates of any vec-
tor on the orthonormal frame obtained by applying the active transformation
to the vectors of the initial orthonormal frame.

Example B.1.4. Let B represent a boost in the e3 direction by a hyperbolic
angle u; then an event with coordinates

t
x
y
z
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in the initial frame E will have coordinates
t′

x′

y′

z′

 =


coshu 0 0 sinhu

0 1 0 0
0 0 1 0

sinhu 0 0 coshu


−1 

t
x
y
z



=


coshu 0 0 − sinhu

0 1 0 0
0 0 1 0

− sinhu 0 0 coshu




t
x
y
z



=


t coshu− z sinhu

x
y

z coshu− t sinhu


in the transformed frame E′. In particular,

z′ = 0⇔ z coshu− t sinhu = 0⇔ z = t tanhu

and we see that the transformed frame corresponds to an inertial observer
moving with speed v = tanhu with respect to the inertial observer repre-
sented by the initial frame.

If Λ ∈ O (3, 1) then

ΛtηΛ = η ⇒ det
(
ΛtηΛ

)
= det η = −1⇔ − (detΛ)2 = −1⇔ detΛ = ±1.

Now consider the four matrices

I,Σ =
(

I 0
0 −1

)
, Θ =

(
−1 0
0 I

)
, Ω = ΣΘ,

all of which are trivially in O(3, 1). We see that

det I = −detΣ = −detΘ = detΩ = 1

and consequently there are matrices in O (3, 1) with either value of the de-
terminant. Since the determinant is a continuous function, it follows that
O (3, 1) has at least two connected components.

Also, if I, S, T , U are the Lorentz transformations represented by I, Σ,
Θ, Ω then

Ie0 = Se0 = −Te0 = −Ue0 = e0.

Now if L is a Lorentz transformation then define

f (L) = 〈e0, Le0〉 .

Since
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〈Le0, Le0〉 = 〈e0, e0〉 = −1

one gets from the backwards Schwarz inequality,

|f (L)| = |〈e0, Le0〉| ≥ |e0| |Le0| = 1.

Since
f (I) = f (S) = −f (T ) = −f (U) = −1

we see that I and S cannot belong to the same connected component of the
Lorentz group as T and U . Thus O (3, 1) has at least four distinct connected
components. We summarize this in the following

Proposition B.1.5. O (3, 1) is the disjoint union of the four open sets

O↑
+ (3, 1) = {Λ ∈ O (3, 1) : detΛ = −f (Λ) = 1} ;

O↓
+ (3, 1) = {Λ ∈ O (3, 1) : detΛ = f (Λ) = 1} ;

O↑
− (3, 1) = {Λ ∈ O (3, 1) : detΛ = f (Λ) = −1} ;

O↓
− (3, 1) = {Λ ∈ O (3, 1) : −detΛ = f (Λ) = 1} .

Informally, O↑
+ (3, 1) is the set of Lorentz transformations which pre-

serve both orientation and time orientation; O↓
+ (3, 1) is the set of Lorentz

transformations which preserve orientation but reverse time orientation (and
consequently must reverse space orientation as well); O↑

− (3, 1) is the set of
Lorentz transformations which reverse orientation but preserve time orienta-
tion (hence reversing space orientation); and O↓

− (3, 1) is the set of Lorentz
transformations which reverse both orientation and reverse time orientation
(hence preserving space orientation).

Exercise B.1.6. Show that (i) O↓
+ (3, 1) = TO↑

+ (3, 1); (ii) O↑
− (3, 1) =

SO↑
+ (3, 1); (iii) O↓

− (3, 1) = UO↑
+ (3, 1).

Of these disjoint open subsets of the Lorentz group only O↑
+ (3, 1) contains

the identity, and can therefore be a subgroup.

Exercise B.1.7. Show that O↑
+ (3, 1) is a subgroup of O (3, 1) (O↑

+ (3, 1) is
called the group of proper Lorentz transformations).

It is possible to prove that O↑
+ (3, 1) is connected (but not simply con-

nected; as we will see, π1

(
O↑

+ (3, 1)
)

= Z2).

B.2 Stereographic projection

Recall that
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S2 =
{
(x, y, z) ∈ R

3 : x2 + y2 + z2 = 1
}
.

The points N = (0, 0, 1) and S = (0, 0,−1) are said to be the North and
South poles of S2, and will play special roles in what follows.

We define
α =

{
(x, y, z) ∈ R

3 : z = 0
}

and identify α with C by identifying (x, y, 0) with ζ = x+iy. The stereographic
projection ζ : S2\ {N} → C is the map that to each (x, y, z) ∈ S2\ {N}
associates the intersection ζ of the line through (0, 0, 1) and (x, y, z) with α.
Thus

ζ (x, y, z) = λ
x + iy

(x2 + y2)
1
2

where
λ

1
=

(
x2 + y2

) 1
2

1− z

i.e.,

ζ (x, y, z) =
x + iy

1− z
.

Introducing spherical coordinates (r, θ, ϕ) in an appropriate open set of
R

3 through the inverse coordinate transformation

x = r sin θ cosϕ
y = r sin θ sinϕ

z = r cos θ

we see that S2 is the level set r = 1 and hence (θ, ϕ) are local coordinates in
the corresponding open set in S2. Thus we can write

ζ (θ, ϕ) =
sin θ cosϕ + i sin θ sinϕ

1− cos θ
=

sin θ

1− cos θ
eiϕ.

One can think of this as a coordinate transformation in S2. The derivative
of this transformation is seen to be given by

dζ =
cos θ (1− cos θ)− sin2 θ

(1− cos θ)2
eiϕdθ + i

sin θ

1− cos θ
eiϕdϕ

= − 1
1− cos θ

eiϕdθ + i
sin θ

1− cos θ
eiϕdϕ

and hence

dζdζ =
1

(1− cos θ)2
dθ2 +

sin2 θ

(1− cos θ)2
dϕ2

=
1

(1− cos θ)2
ds2
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where ds2 is the usual line element of S2. Since

1 + ζζ = 1 +
sin2 θ

(1− cos θ)2
=

1− 2 cos θ + cos2 θ + sin2 θ

(1− cos θ)2
=

2
1− cos θ

we see that

ds2 =
4(

1 + ζζ
)2 dζdζ

=
4

(1 + x2 + y2)
(
dx2 + dy2) .

Thus if one sees the stereographic projection as a map ζ : S2\ {N} →
C ≈ α ≈ R

2 we see that it is a conformal map , i.e., it satisfies

〈up, vp〉S2 = Ω2 (p) 〈ζ∗up, ζ∗vp〉R2

for all up,vp ∈ TpS
2 and all p ∈ S2\ {N}. Another way of putting this is

to say that the stereographic projection maps circles on TpS
2 to circles on

Tζ(p)R
2 (or that it maps infinitesimal circles to infinitesimal circles).

A circle in S2 is just a geodesic sphere, i.e., the image through the expo-
nential map of a circle on some tangent space. It is easy to see that any circle
is the intersection of S2 ⊂ R

3 with some plane β ⊂ R
3.

Proposition B.2.1. If γ ⊂ S2 is a circle then ζ (γ) ⊂ C is either a straight
line or a circle depending on whether or not N ∈ γ.

Exercise B.2.2. Prove proposition B.2.1.

B.3 Complex structure of S2

Obviously one can define another stereographic projection ζ̃ : S2\ {S} → C

by associating to each (x, y, z) ∈ S2\ {S} the intersection ζ̃ of the line through
(0, 0, 1) and (x, y, z) with α. Crucially, however, one now identifies α with C

by identifying (x, y, 0) with ζ̃ = x− iy. Thus

ζ̃ (x, y, z) = λ̃
x− iy

(x2 + y2)
1
2

where
λ̃

1
=

(
x2 + y2

) 1
2

1 + z

i.e.,

ζ̃ (x, y, z) =
x− iy

1 + z
.
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Notice that on S2\ {N,S} one has

ζζ̃ =
x2 + y2

1− z2 = 1

and consequently ζ̃ ◦ ζ−1 : C\ {0} → C\ {0} is the map ζ �→ 1
ζ . In addition

to being smooth, this map is complex analytic.

Definition B.3.1. The set

A =
{{

C, ζ−1} ,
{

C, ζ̃−1
}}

is said to be an analytic atlas for S2, which is then said to possess the struc-
ture of a (1-dimensional) complex manifold .

Clearly having a complex structure is a stronger requirement than having
a differentiable structure. When a manifold possesses this kind of structure
the natural functions to consider are no longer smooth functions:

Definition B.3.2. A map f : S2 → S2 is said to be complex analytic if and
only if both complex functions of complex variable ζ ◦ f ◦ ζ−1 and ζ̃ ◦ f ◦ ζ̃−1

are complex analytic .

Let f : S2 → S2 be a complex analytic automorphism . If f (N) = N
then g = ζ ◦ f ◦ ζ−1 must be holomorphic in C and

lim
|ζ|→+∞

|g (ζ)| = +∞.

If f (N) = p′ �= N , then f (p′′) = N for some p′′ �= N . If ζ ′ = ζ (p′) and
ζ ′′ = ζ (p′′) then g will have a singularity at ζ ′′ as we must have

lim
ζ→ζ′

|g (ζ)| = +∞

and will necessarily satisfy

lim
|ζ|→+∞

|g (ζ)| = ζ ′.

We conclude that any complex analytic automorphism of S2 can be rep-
resented by an analytic function on C with at most one singularity and with
a well defined limit as |ζ| → +∞. This is often summarized by extending g
to C ∪ {∞} and writing g (∞) = ∞ in the case f (N) = N and g (∞) = ζ ′,
g (ζ ′′) = ∞ in the case f (N) �= N . Notice that one can identify S2 with
C∪ {∞} and hence f with g. This could have been done by using the South
pole chart, and one should be careful to stress which chart is being used.
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Example B.3.3. Let f : S2 → S2 be represented by g : C ∪ {∞} → C ∪ {∞}
given by g (ζ) = ζ + b, with b �= 0 (thus g (∞) = ∞). Clearly f is bijective
and ζ ◦ f ◦ ζ−1 = g |C is holomorphic. As for ζ̃ ◦ f ◦ ζ̃−1, it is given on the
overlap of the North and South pole charts by

h
(
ζ̃
)

=
1

g
(

1
ζ̃

) =
1

1
ζ̃

+ b
=

ζ̃

bζ̃ + 1

and since f (N) = N and ζ̃ (N) = 0 the above expression is valid also for
ζ̃ = 0. Thus

ζ̃ ◦ f ◦ ζ̃−1 : C\
{
−1

b

}
→ C\

{
1
b

}
is seen to be holomorphic on its domain, and hence f is a complex analytic
automorphism. Notice by the way that h can be extended to C ∪ {∞} by
setting h

(
− 1
b

)
= ∞, h (∞) = 1

b . These are the South pole chart versions of
g (−b) = 0, g (0) = b.

Exercise B.3.4. Show that the functions represented by aζ (a �= 0) and 1
ζ

are complex analytic diffeomorphisms.

Clearly any composition of complex analytic automorphisms is a complex
analytic automorphism. Let g represent a complex analytic automorphism.
If g (∞) �=∞ then g (a) =∞ for some a ∈ C. Consequently

g1 (ζ) = g

(
a +

1
ζ

)
represents a complex analytic automorphism satisfying g1 (∞) = ∞. If
g1 (0) = b �= 0, then

g2 (ζ) = g1 (ζ)− b

satisfies g2 (∞) =∞ and g2 (0) = 0. Thus g2 must be holomorphic in C. On
the other hand, the function

h2

(
ζ̃
)

=
1

g2

(
1
ζ̃

)
must also be holomorphic in C. If k ≥ 1 is the order of the zero of g2 at
the origin, then 1

g2
has a pole of order k at the origin, and consequently its

Laurent series is
1

g2 (ζ)
=

+∞∑
i=−k

aiζ
i.

Thus the Laurent series of h2 is
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h2

(
ζ̃
)

=
k∑

i=−∞
a−iζ̃i

and we conclude that ai = 0 for i ≥ 1. Consequently,

g2 (ζ) =
1

a−k

ζk + ... + a0
=

ζk

a−k + ... + a0ζk

and in order for this function to be holomorphic one must have a−k+1 = ... =
a0 = 0. Thus

g2 (ζ) = cζk

for some c ∈ C\ {0}, and since g2 must be bijective in C we conclude that
k = 1. Notice that

g2 (ζ) = cζ

yields

h2

(
ζ̃
)

=
ζ̃

c

and hence h2 is indeed holomorphic.
It is now easy to prove

Proposition B.3.5. Any complex analytic automorphism of S2 is a compo-
sition of automorphisms represented by 1

ζ and aζ + b (a �= 0).

Exercise B.3.6. Use this and proposition B.2.1 to prove that any complex
analytic automorphism of S2 sends circles to circles.

B.4 Möbius transformations

Definition B.4.1. The group of Möbius transformations is the group M
of all complex analytic automorphisms of S2 .

To understand the importance of this group notice that

ds2 (g (ζ)) =
4

(1 + gg)2
dgdg

=
4

(1 + g (ζ) g (ζ))2
g′ (ζ) g′ (ζ) dζdζ

=
g′g′ (1 + ζζ

)2

(1 + gg)2
4(

1 + ζζ
)2 dζdζ

=
g′g′ (1 + ζζ

)2

(1 + gg)2
ds2 (ζ) .
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In other words, complex analytic automorphisms are conformal. Indeed,
it can be shown that the group of all complex analytic automorphisms of S2

is the same as the group of conformal orientation preserving differentiable
automorphisms of S2.

As we’ve seen, the Möbius group is generated by compositions of auto-
morphisms represented by 1

ζ and aζ + b (a �= 0). All of these are of the
form

aζ + b

cζ + d

with ad − bc �= 0 (notice that if ad − bc = 0 the above expression yields a
constant function). Conversely, all automorphisms represented by functions
of the kind above can be obtained as compositions of the automorphisms
which generate the Möbius group. This is obvious if c = 0; if c �= 0, on the
other hand, one has

aζ + b

cζ + d
=

acζ + bc + ad− ad

cζ + d

= a +
bc− ad

cζ + d
.

Consequently all of the above functions represent Möbius transformations.
Consider the map H : GL (2,C)→M defined by

H

(
a b
c d

)
=

aζ + b

cζ + d
.

Exercise B.4.2. Show that H is a group homomorphism.

In particular this proves that the set of all complex analytic automor-
phisms represented by the functions of the kind we’ve considered is in fact
M.

To compute the kernel of H we solve the equation

H

(
a b
c d

)
= ζ ⇔ aζ + b

cζ + d
= ζ ⇔ b = c = 0 and a = d.

Thus kerH = {aI : a ∈ C\ {0}}.
We know thatM is isomorphic to

GL (2,C)
kerH

.

Let A be a representative of an equivalence class in this quotient group.
Since det (aA) = a2 detA and detA �= 0 (as A ∈ GL (2,C)) we see that each
equivalence class has at least one representative E with determinant 1. In
fact, since det (aE) = a2, we see that each equivalence class has exactly two
such representatives, ±E. Since
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SL (2,C) = {A ∈ GL (2,C) : detA = 1}

is trivially a subgroup of GL (2,C), we therefore conclude thatM is isomor-
phic to

SL (2,C)
{±I} .

From now on we can represent any Möbius transformation by a function

g (ζ) =
aζ + b

cζ + d

satisfying ad− bc = 1.

Exercise B.4.3. Show that given such a representation every Möbius trans-
formation with a + d �= ±2 has exactly 2 fixed points, and every Möbius
transformation with a + d = ±2 has exactly 1 fixed point. (Consider the
cases c �= 0 and c = 0 separately).

Suppose that ζ0, ζ1 and ζ2 are three distinct complex numbers. Then the
Möbius transformation represented by

g (ζ) =
ζ1 − ζ0
ζ1 − ζ2

· ζ − ζ0
ζ − ζ2

satisfies g (ζ0) = 0, g (ζ1) = 1 and g (ζ2) =∞. Furthermore, if h is the repre-
sentation of any other Möbius transformation satisfying the same conditions
then i = h ◦ g−1 represents a Möbius transformation satisfying i (0) = 0,
i (1) = 1 and i (∞) =∞. Setting

i (ζ) =
aζ + b

cζ + d

we see that

i (0) = 0⇒ b = 0;
i (∞) =∞⇒ c = 0;

i (1) = 1⇒ a

d
= 1

i.e., i is the identity, and hence h = g.

Exercise B.4.4. Use this to prove that any Möbius transformation is com-
pletely determined by the three (distinct) images of three distinct points in
S2.
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B.5 Möbius transformations and the proper Lorentz
group

If {e0, e1, e2, e3} is an orthonormal basis for Minkowski spacetime and

v = v0e0 + v1e1 + v2e2 + v3e3

is a vector, then we associate to v (and to this basis) the matrix

V =
1√
2

(
v0 + v3 v1 + iv2

v1 − iv2 v0 − v3

)
(B.1)

(we shall explain the 1√
2

factor in identification (B.1) later). Notice that
V ∈ H2 (here H2 is the set of all Hermitian 2 × 2 complex matrices, i.e.,
all 2 × 2 complex matrices V satisfying V ∗ = V ); in fact, the map defined
above is a bijection between Minkowski spacetime and H2. This map is useful
because

detV =
1
2

((
v0)2 −

(
v3)2 −

(
v1)2 −

(
v2)2

)
= −1

2
〈v, v〉 .

As is well known GL(2,C) acts on H2 through the so-called adjoint action,

g · V = gV g∗

for all g ∈ GL(2,C), V ∈ H2, as

(gV g∗)∗ = (g∗)∗
V ∗g∗ = gV g∗.

On the other hand,

det (gV g∗) = det g detV det g∗ = |det g|2 detV

and thus this action preserves the determinant iff |det g| = 1. Now any matrix
g ∈ GL(2,C) satisfying |det g| = 1 is of the form

g = ei
θ
2 h

where
det g = eiθ

and h ∈ SL(2,C), and

g · V = gV g∗ =
(
ei

θ
2 h

)∗
V

(
ei

θ
2 h

)
= e−i θ

2 h∗V ei
θ
2 h = h∗V h = h · V.

Thus one gets all determinant-preserving adjoint actions of GL(2,C) on
H2 from the elements of SL(2,C).

Notice that H2 is a vector space, and the identification (B.1) is clearly
a linear isomorphism. On the other hand, the adjoint action of SL(2,C) on
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H2 is easily seen to be by linear determinants-preserving maps (or, using
the identification (B.1), by linear isometries). We therefore have a map H :
SL(2,C)→ O (3, 1). This map is a group homomorphism, as

H (gh) v = ghV (gh)∗ = ghV h∗g∗ = g (hV h∗) g∗ = H (g)H (h) v

for all V ∈ H2, g, h ∈ SL(2,C) (we use our identification to equate vectors
on Minkowski space to Hermitian 2× 2 matrices).

Exercise B.5.1. Prove that kerH = {±I}.

We now prove that SL(2,C) is simply connected. In order to do so we’ll
need the following quite useful

Lemma B.5.2. Any matrix g ∈ GL(n,C) with det g > 0 may be written as
g = RDS, where R,S ∈ SU (n) and D is a diagonal matrix with diagonal
elements in R

+.

Recall that

SU (n) = SL (n,C) ∩ U (n) = {R ∈ GL(n,C) : RR∗ = I and detR = 1} .

To prove this lemma we notice that if g ∈ GL(n,C) then g∗g is a nonsin-
gular positive Hermitian matrix, as

(g∗g)∗ = g∗ (g∗)∗ = g∗g

and
v∗g∗gv = (gv)∗

gv > 0

for all v ∈ C
n\ {0}. Thus there exist S ∈ SU (n) and a diagonal matrix Λ

with diagonal elements in R
+ such that

g∗g = S∗ΛS.

Moreover, we can write Λ = D2 with D is a diagonal matrix with diagonal
elements in R

+. Therefore

g∗g = S∗DDS

⇔ g∗gS∗D−1 = S∗DDSS∗D−1

⇔ gS∗D−1 = (g∗)−1
S∗D

⇔ gS−1D−1 =
(
g−1)∗

S∗D

⇔
(
DSg−1)−1

=
(
DSg−1)∗

i.e.,
DSg−1 ∈ U (n) .

If det g > 0 then clearly det
(
DSg−1

)
> 0 and consequently
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DSg−1 ∈ SU (n)⇔ R =
(
DSg−1)−1 ∈ SU (n)

with
gS−1D−1 = R⇔ g = RDS.

In particular if g ∈ SL (2,C) then we must have detD = 1 and hence

D =
(

x 0
0 1
x

)
for some x ∈ R

+. Notice that since x and 1
x are the eigenvalues of g∗g, they

are uniquely determined up to ordering.
Let g : [0, 1]→ SL (2,C) be a continuous path satisfying g (0) = g (1) = I.

For each value of t one can use the decomposition above to get

g (t) = R (t)
(

x (t) 0
0 1

x(t)

)
S (t)

and it is clear that x (t) is continuous and x (0) = x (1) = 1. Since R
+ is simply

connected we can continuously deform this closed path into the constant path
x (t) = 1, thus continuously deforming g (t) into R (t)S (t) ∈ SU (2) (which
consequently is a continuous closed path, even if R (t) and S (t) by themselves
are not). We conclude that if SU (2) is simply connected then SL (2,C) is
simply connected as well.

Exercise B.5.3. Show that

SU (2) =
{(

a b

−b a

)
: (a, b) ∈ C

2 and |a|2 + |b|2 = 1
}

and that therefore SU (2) is a smooth manifold diffeomorphic to S3. Conclude
that SU (2) (and hence SL (2,C)) is simply connected.

A similar technique can be employed to show that O↑
+ (3, 1) is pathwise

connected: if L is a proper Lorentz transformation then clearly

Le0 = coshue0 + sinhue

for some u ≥ 0 and e ∈ (e0)
⊥. If R is any rotation (i.e., any proper Lorentz

transformation preserving e0) sending e3 to e, we have

R−1Le0 = coshue0 + sinhue3.

Thus if B is a boost in the e3 direction by a hyperbolic angle u, we have

B−1R−1Le0 = e0

and consequently S = B−1R−1L is a rotation, and L = RBS.
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Exercise B.5.4. Use the decomposition above to show that O↑
+ (3, 1) is

pathwise connected. However, one cannot use this decomposition to conclude
that O↑

+ (3, 1) is simply connected (in a similar fashion to what was done for
SL (2,C)). Why not?

Exercise B.5.5. Show that H (SL(2,C)) ⊆ O↑
+ (3, 1) (hint: start by showing

that H is continuous).

We now compute the dimension of SL (2,C) by computing its tangent
space at the identity. Let g : (−ε, ε)→ SL (2,C) be a path satisfying g (0) =
I. If we set

g (t) =
(

a (t) b (t)
c (t) d (t)

)
we have

a (0) = d (0) = 1, b (0) = c (0) = 0

and

a (t) d (t)− c (t) d (t) = 1

⇒ .
a (t) d (t) + a (t)

.

d (t)− .
c (t) d (t)− c (t)

.

d (t) = 0

⇒ .
a (0) +

.

d (0) = 0

(where the dot represents differentiation with respect to t), indicating that
TISL (2,C) can be identified with the vector space of traceless 2×2 complex
matrices. This vector space has real dimension 6, and therefore we conclude
that SL (2,C) is a 6-dimensional real manifold.

Analogously we determine the dimension of O↑
+ (3, 1) by computing its

tangent space at the identity. If Λ : (−ε, ε) → O↑
+ (3, 1) is a path satisfying

Λ (0) = I then

Λt (t) ηΛ (t) = η

⇒
.

Λ
t
(t) ηΛ (t) + Λt (t) η

.

Λ (t) = 0

⇒
.

Λ
t
(0) η + η

.

Λ (0) = 0

and we then see that TIO
↑
+ (3, 1) can be identified with the vector space of

4× 4 real matrices A satisfying

Atη + ηA = 0⇔ (ηA)t + ηA = 0

i.e., such that ηA is skew-symmetric. Since η is nonsingular, we conclude that
the dimension of TIO

↑
+ (3, 1) is equal to the dimension of the vector space of

4× 4 real skew-symmetric matrices, i.e., 6.
Both SL (2,C) and O↑

+ (3, 1) are connected Lie groups, and the map H :
SL(2,C) → O↑

+ (3, 1) is a Lie group homomorphism (i.e., is a smooth map
which is a group homomorphism). Because they have the same dimension
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and kerH is finite it follows that H is surjective in a neighborhood of the
identity, i.e., is a local isomorphism.

It is a theorem by Lie that up to topology all locally isomorphic connected
Lie groups are the same. More accurately, two locally isomorphic connected
Lie groups have the same universal covering, where the universal covering of a
connected Lie group G is the unique Lie group U which is locally isomorphic
to G and simply connected. In that case there exists a surjective projection
homomorphism h : U → G extending uniquely the local isomorphism.

In our case one then has that SL(2,C) is the universal covering of
O↑

+ (3, 1), H is surjective and

O↑
+ (3, 1) =

SL(2,C)
kerH

=
SL (2,C)
{±I} =M.

We summarize this in the following

Theorem B.5.6. The group of proper Lorentz transformations O↑
+ (3, 1) is

isomorphic to the group of Möbius transformations M.

It may sound a bit strange that transformations between proper inertial
observers are the same thing as conformal motions of the 2-sphere. Actually
this relation is surprisingly natural, as we shall see.

B.6 Lie algebra of the Lorentz group

If G is a Lie group, its tangent space at the identity g = TIG can be given
the structure of an algebra (called the Lie algebra of G) by introducing the
so-called Lie bracket . In all the cases we’ve seen G was a group of matrices,
and hence g was a vector space of matrices. In this case the Lie bracket is
just the ordinary commutator of two matrices: if A,B ∈ g then

[A,B] = AB −BA.

It is a theorem by Lie that two Lie groups have the same Lie algebra
iff they are locally isomorphic. Thus to study the Lie algebra o (3, 1) of
the Lorentz group O (3, 1) we can simply study the Lie algebra sl(2,C) of
SL(2,C). We saw that sl(2,C) is the space of all traceless 2 × 2 complex
matrices, and thus it is not only a real vector space of dimension 6 but also
a complex vector space of complex dimension 3. A convenient complex basis
for sl(2,C) is given by the so-called Pauli matrices ,

σ1 =
(

0 1
1 0

)
;

σ2 =
(

0 −i
i 0

)
;

σ3 =
(

1 0
0 −1

)
.
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These are Hermitian traceless square roots of the identity: one has

(σk)
2 = I

for k = 1, 2, 3. In fact, Σ = {I, σ1, σ2, σ3, iI, iσ1, iσ2, iσ3} form a group under
matrix multiplication.

Exercise B.6.1. Check that the multiplication table

· σ1 σ2 σ3
σ1 I iσ3 −iσ2
σ2 −iσ3 I iσ1
σ3 iσ2 −iσ1 I

is correct. Use it to show that Σ is indeed a group and complete its multipli-
cation table, and to check that the commutation relations

[σ1, σ2] = 2iσ3;
[σ2, σ3] = 2iσ1;
[σ3, σ1] = 2iσ2

hold.

To get a real basis for sl(2,C) we can take the matrices

Bk =
1
2
σk;

Rk = − i

2
σk

(k = 1, 2, 3), where the 1
2 factors were introduced to simplify the commutation

relations. The elements of a basis of a Lie algebra are often called generators
of the algebra.

Exercise B.6.2. Show that the commutation relations

[B1, B2] = −R3; [B2, B3] = −R1; [B3, B1] = −R2;
[R1, R2] = R3; [R2, R3] = R1; [R3, R1] = R2;
[B1, R2] = B3; [B2, R3] = B1; [B3, R1] = B2;
[R1, B2] = B3; [R2, B3] = B1; [R3, B1] = B2

hold.

Notice in particular that the real space spanned by {R1, R2, R3} is closed
with respect to the Lie bracket, and thus forms a Lie subalgebra of sl(2,C).
This corresponds to the Lie subgroup SU(2,C) of SL(2,C) (or alternatively
to the Lie subgroup SO (3) of O↑

+ (3, 1)), as we shall see.
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If G is a Lie group of matrices and g is its Lie algebra then eAt ∈ G for
all A ∈ g and t ∈ R, and in fact all elements of G are of this form. Then the
entire Lie group can be obtained from its Lie algebra by exponentiation (this
is the basic fact underlying Lie’s theorems).

The Lie algebra sl(2,C) can thus be made to act on Minkowski space
through the so-called infinitesimal action

A · v =
d

dt

(
eAt · v

)
|t=0

=
d

dt

(
eAtV

(
eAt

)∗) |t=0

=
d

dt

(
eAtV eA

∗t
)
|t=0

=
(
AeAtV eA

∗t + eAtV A∗eA
∗t
)
|t=0

= AV + AV ∗

(where once again we use identification (B.1)). In particular if A is one of the
above generators, and noticing that since the Pauli matrices are Hermitian
one has

(Bk)
∗ = Bk;

(Rk)
∗ = −Rk

(k = 1, 2, 3), we see that

Bk · v = BkV + V Bk = {Bk, V } ;
Rk · v = RkV + V Rk = [Rk, V ] .

Example B.6.3. One then has

B3 · v =
1
2

(
1 0
0 −1

)
1√
2

(
v0 + v3 v1 + iv2

v1 − iv2 v0 − v3

)
+

1√
2

(
v0 + v3 v1 + iv2

v1 − iv2 v0 − v3

)
1
2

(
1 0
0 −1

)
=

1
2
√

2

(
v0 + v3 v1 + iv2

−v1 + iv2 −v0 + v3

)
+

1
2
√

2

(
v0 + v3 −v1 − iv2

v1 − iv2 −v0 + v3

)
=

1√
2

(
v0 + v3 0

0 −v0 + v3

)

=


v3

0
0
v0

 =


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0




v0

v1

v2

v3


and it is therefore clear that
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euB3 =
+∞∑
n=0

1
n!

(u

2

)n(
1 0
0 −1

)n
=

+∞∑
n=0

1
n!

((
u
2

)n 0
0

(
−u2

)n)
=

(
e

u
2 0
0 e− u

2

)
∈ SL (2,C)

corresponds to the Lorentz transformation represented by

exp

u


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0


 =

+∞∑
n=0

un

n!


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0


n

=
+∞∑
n=0

u2n

(2n)!


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 +
+∞∑
n=0

u2n+1

(2n + 1)!


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0



= coshu


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 + sinhu


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0



=


coshu 0 0 sinhu

0 0 0 0
0 0 0 0

sinhu 0 0 coshu


i.e., a boost in the e3 direction by a hyperbolic angle u (which can then be
identified with the Möbius transformation euζ). For this reason one says that
B3 generates boosts in the e3 direction.

Exercise B.6.4. Use the same method to show that B1 and B2 generate
boosts in the e1 and −e2 directions, respectively, and that R1, R2 and R3 gen-
erate rotations about −e1, e2 and −e3. Show that the elements of SL (2,C)
corresponding to these Lorentz transformations by a hyperbolic angle u or
an angle θ are
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euB1 =
(

cosh
(
u
2

)
sinh

(
u
2

)
sinh

(
u
2

)
cosh

(
u
2

)) ;

euB2 =
(

cosh
(
u
2

)
−i sinh

(
u
2

)
i sinh

(
u
2

)
cosh

(
u
2

) )
;

eθR1 =
(

cos
(
θ
2

)
−i sin

(
θ
2

)
−i sin

(
u
2

)
cos

(
u
2

) )
;

eθR2 =
(

cos
(
θ
2

)
− sin

(
θ
2

)
sin

(
u
2

)
cos

(
u
2

) )
;

eθR3 =

(
e−i θ

2 0
0 ei

θ
2

)
.

Notice in particular that the Rk generators do generate the subgroup of
rotations of O↑

+ (3, 1). Notice also that a rotation about e3 by an angle θ is
the same thing as a rotation about −e3 by an angle −θ, and hence can be
identified with the Möbius transformation eiθζ.

B.7 Spinors

If we take a column vector

k =
(

ξ
η

)
∈ C

2

the matrix

kk∗ =
(

ξ
η

)(
ξ η

)
=

(
ξξ ξη

ηξ ηη

)
is Hermitian, as (kk∗)∗ = kk∗. Thus it represents a vector in Minkowski
space. Since

det (kk∗) = ξξηη − ξηηξ

we see that it represents a null vector. More explicitly, such vector v satisfies

1√
2

(
v0 + v3 v1 + iv2

v1 − iv2 v0 − v3

)
=

(
ξξ ξη

ηξ ηη

)
and thus

v0 =
1√
2

(
ξξ + ηη

)
;

v1 =
1√
2

(
ξη + ηξ

)
;

v2 =
1

i
√

2

(
ξη − ηξ

)
;

v3 =
1√
2

(
ξξ − ηη

)
.
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We see that v0 > 0 for any choice of k ∈ C
2\ {0}, and thus C

2\ {0}
parametrizes (non-injectively) a subset of the future light cone of the origin.
In fact, it parametrizes the whole future light cone: if we take v0 > 0, the
vectors in the light cone with this e0 component satisfy(

v1)2
+

(
v2)2

+
(
v3)2

=
(
v0)2

and thus the point (
v1

v0 ,
v2

v0 ,
v3

v0

)
∈ R

3

is in S2. If v3 �= v0 its stereographic projection is

v1

v0 + iv
2

v0

1− v3

v0

=
v1 + iv2

v0 − v3

and consequently any vector v in the future light cone is represented by

k =
(

ξ
η

)
∈ C

2

where ξ and η are two complex numbers satisfying

|ξ|2 + |η|2 =
√

2v0 and
ξ

η
=

v1 + iv2

v0 − v3 ,

which can always be arranged.

Exercise B.7.1. Show that if v3 = v0 then v1 = v2 = 0 and

k =
(√√

2v0

0

)
parametrizes v.

Exercise B.7.2. Show that if k, l ∈ C
2\ {0} then they parametrize the same

null vector if and only if k = eiθl for some θ ∈ R. Conclude that the future
light cone of the origin is bijectively parametrized by C

2\{0}
S1 .

Now if g ∈ SL (2,C) its action on the null vector parametrized by k ∈
C

2\ {0} is given by
g (kk∗) g∗ = (gk) (gk)∗

i.e., is the null vector parametrized by gk.

Definition B.7.3. A vector k ∈ C
2 plus the map

k �→ kk∗ = V = v

(where v is a null vector in Minkowski space) is called a spinor.
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As we’ve seen, nonvanishing spinors can be thought of as ”square roots”
of future-pointing null vectors plus a phase factor. Notice that the way in
which spinors parametrize future-pointing null vectors depends on identifica-
tion (B.1), which itself depended on the choice of a basis for Minkowski space.
Hence spinors are always associated with a basis for Minkowski space. It is
also possible to define spinors in General Relativity if the spacetime we are
considering is non-compact and has a (smoothly varying) orthonormal frame
at each tangent space (which one can identify with a basis of Minkowski
space). In that way one gets a vector bundle with fiber C

2 called the spin
bundle, in which it is possible to define a spin connection. Using this con-
nection one can write Einstein’s equations in spinor form. Partly because of
the simple way in which a Lorentz transformation acting on a null vector
parametrized by a spinor is represented by multiplication of the correspond-
ing matrix in SL (2,C) by the spinor, these equations are particularly simple.
Many times very complicated solutions of Einstein’s equations can be found
by using spinor methods (particularly spacetimes possessing certain kinds of
congruences of null geodesics). For more details see [55].

Finally, notice that the spinors

o =
(

1
0

)
and ι =

(
0
1

)
correspond to the null vectors

l =
1√
2

(e0 + e3) and n =
1√
2

(e0 − e3)

and these satisfy the normalization condition

〈l, n〉 = −1.

This is the reason for the 1√
2

factor in (B.1).

B.8 The sky of a rapidly moving observer

Let us now think of a light ray through the origin. All nonvanishing (null)
vectors v in this light ray are multiples of each other, and thus

e =
(
v1

v0 ,
v2

v0 ,
v3

v0

)
∈ S2

is the same for all of them. Thus the set S+ of all light rays through the
origin is a sphere S2, which we can identify with C ∪ {∞}.

If

k =
(

ξ
η

)
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is a spinor parametrizing a future-pointing null vector in the light ray, we
saw that the stereographic projection of e is

ζ =
ξ

η

(provided that v3 �= v0). Thus to get the point in C ∪ {∞} corresponding to
a light ray containing the null vector parametrized by a spinor k using this
stereographic projection we have but to divide its components.

If

g =
(

a b
c d

)
∈ SL (2,C)

the corresponding Lorentz transformation takes the null vector parametrized
by k to the null vector parametrized by

gk =
(

a b
c d

)(
ξ
η

)
=

(
aξ + bη
cξ + dη

)
i.e., takes the light ray represented by ζ to the light ray represented by

aξ + bη

cξ + dη
=

aζ + b

cζ + d

(a Möbius transformation!). Thus we have proved the following

Proposition B.8.1. Any proper Lorentz transformation is completely de-
termined by its action on the set S+ of light rays through the origin. More
specifically, the group of proper Lorentz transformations can be thought of as
the group of orientation-preserving conformal motions of the 2-sphere S+.

To understand how the skies of two observers are related, one must have
two things in mind: the first is that if g ∈ SL (2,C) represents the active
Lorentz transformation relating the two observers then this change is accom-
plished by the corresponding passive Lorentz transformation (represented
by g−1). The second is that the sky of an observer is not actually S+, but
the image S− of S+ under the antipodal map, for the simple reason that an
observer places an object whose light is moving in direction e in position −e
of his celestial sphere.

As we’ve seen, using spherical coordinates (θ, ϕ) in (an appropriate open
subset of) S2, the stereographic projection is given by

ζ (θ, ϕ) =
sin θ

1− cos θ
eiϕ.

Consequently, the antipodal map (θ, ϕ) �→ (π − θ, ϕ + π) is given by

ζ �→ A (ζ) = − sin θ

1 + cos θ
eiϕ
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and hence

ζA (ζ) = − sin2 θ

1− cos2 θ
= −1⇔ A (ζ) = −1

ζ
.

Consequently if the active Lorentz transformation relating the two ob-
servers corresponds to the Möbius transformation

g (ζ) =
aζ + b

cζ + d

of S+, then the corresponding change of the observer’s celestial sphere cor-
responds to the Möbius transformation

A ◦ g−1 ◦A (ζ)

of S−. Since
g−1 (ζ) =

dζ − b

−cζ + a

we have

A ◦ g−1 ◦A (ζ) = A

(
−dζ−1 − b

cζ
−1

+ a

)

=
cζ−1 + a

dζ−1 + b

=
aζ + c

bζ + d
.

Thus we have proved the following

Theorem B.8.2. If the active Lorentz transformation relating two observers
is represented by g ∈ SL (2,C) then the observers’ celestial spheres are related
by the Möbius transformation corresponding to g∗.

Example B.8.3. Recall that

eθR3 =

(
ei

θ
2 0

0 e−i θ
2

)
∈ SL (2,C)

corresponds to a rotation about e3 by an angle θ. Consequently the sky of
the rotated observer is given by applying to the sky of the initial observer
the Möbius transformation corresponding to

(
eθR3

)∗
=

(
e−i θ

2 0
0 ei

θ
2

)

i.e., e−iθζ. This clearly corresponds to rotating the celestial sphere by an
angle −θ about e3, as should be expected (if an observer is rotated one way,
he sees his celestial sphere rotating the opposite way).
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Exercise B.8.4. Show that the sky of an observer moving in the e3 direction
with speed tanhu is obtained from the sky of an observer at rest by the
Möbius transformation euζ. Thus objects in the sky of a rapidly moving
observer accumulate towards the direction of motion, an effect known as
aberration.

Exercise B.8.5. As seen from Earth, the Sun has an angular diameter of
half a degree. What is the angular diameter an observer speeding past the
Earth at 96% of the speed of light would measure for the Sun?

Because any proper Lorentz transformation can be decomposed in two
rotations and one boost, we see that the general transformation of the sky
of an observer is the composition of this aberration effect with two rigid
rotations. In addition to the aberration, there is also a Doppler shift due
to the fact that the energy of the photon correspondent to the null vector
v = kk∗ as measured by the two observers is different. The ratio of these
energies (which equals the ratio of their frequencies) is

δ =
Lv0

v0

where L is the active Lorentz transformation relating the two observers. If L
is represented by

g =
(

a b
c d

)
∈ SL (2,C)

then on S+ one gets

δ =
‖k‖2

‖gk‖2
=

|ξ|2 + |η|2

|aξ + bη|2 + |cξ + dη|2

=
|ζ|2 + 1

|aζ + b|2 + |cζ + d|2
.

Exercise B.8.6. Show that if L is a rotation then δ = 1 (hint: recall that L
is a rotation iff g ∈ SU (2)).

Exercise B.8.7. Show that if L is a boost in the e3 direction by a hyperbolic
angle u > 0 then

δ =
|ζ|2 + 1

eu |ζ|2 + e−u .

Show that in S− this becomes

δ =
|ζ|2 + 1

e−u |ζ|2 + eu
.

so that the Doppler shift ratio is maximum for ζ = ∞ and minimum for
ζ = 0.



B.8 The sky of a rapidly moving observer 221

In addition to this Doppler shift, one also gets intensity shifts, as both
observers get different numbers of photons per unit time from a given direc-
tion. This is due not only to the difference in their proper times but also to
the fact that their motions differ; however, we shall not pursue this matter
any further.

Theorems about Möbius transformations can be readily transformed into
theorems about skies. For instance, the theorem stating that any Möbius
transformation is completely determined by the image of three distinct points
translates as

Theorem B.8.8. If an observer sees three stars in his sky and specifies a
new position for each star, there exists a unique observer who sees the three
stars in these positions.

The fact that Möbius transformations are conformal transformations
translates into

Theorem B.8.9. Small objects are seen by different observers as having the
same exact shape. If h ∈ SL (2,C) represents the active Lorentz transforma-
tion relating the two observers and g (ζ) is the Möbius transformation corre-
sponding to h∗ then the magnification factor at each point of the observer’s
sky is given by the formula

ds2 (g (ζ)) =
g′g′ (1 + ζζ

)2

(1 + gg)2
ds2 (ζ) .

Exercise B.8.10. Show that for a boost in the e3 direction by a hyperbolic
angle u > 0 the magnification factor is given by the formula

ds2 (g (ζ)) =
e2u

(
1 + |ζ|2

)2

(
1 + e2u |ζ|2

)2 ds
2 (ζ)

so that it is e−u for ζ =∞ and eu for ζ = 0.

Perhaps the most surprising statement of this kind is the sky version of
the theorem stating that Möbius transformations take circles into circles:

Theorem B.8.11. If an observer sees a circular outline for any object on
his sky then any observer sees a circular outline for this object.



C Quasi-Maxwell form of Einstein’s equation
by José Natário

C.1 Stationary regions, space manifold and global time

Definition C.1.1. A region U of a spacetime (Q, 〈, 〉 = g) is said to be sta-
tionary if there exists a timelike Killing vector field T defined in U .

Recall that T is a Killing vector field if and only if £T g = 0, or, equiva-
lently, if and only if

〈∇XT, Y 〉+ 〈∇Y T,X〉 = 0

for all vector fields X,Y .

Exercise C.1.2. Show that if T is a Killing vector field then

T (〈T, T 〉) = 0

(i.e., the norm of T is constant along its integral lines). Deduce that if T is
timelike in some region then T cannot vanish along any of its integral lines
leaving that region. Show that if fT is also a Killing vector field for some
nonvanishing smooth function f then f is constant along the integral lines
of T , and that if T is timelike then f must be a constant function. Conclude
that a timelike Killing vector field T is determined by its integral lines up to
multiplication by a constant.

We shall assume that U contains a 3-dimensional submanifold Σ such that
each integral line of T intersect Σ exactly once (so that Σ coincides with the
quotient of U by the integral lines of T ). This can always be achieved by
restricting U conveniently.

Definition C.1.3. We will call Σ the space manifold .

Notice that the integral lines of T provide a natural projection π : U → Σ
(corresponding to the quotient map).

We can now define a global time function t : U → R by setting t (p) equal
to the parameter corresponding to p ∈ U along the integral line of T through
p, where we assign t = 0 to the intersection of the integral line with Σ (hence
Σ is the level hypersurface t = 0).

W.M. Oliva: LNM 1798, pp. 223–244, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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We will have to consider tensor fields defined both in the space manifold
Σ or in all the stationary region U . For that reason we shall take Latin
indices to run from 1 to 3, and Greek indices from 0 to 3. We shall also use
Einstein’s summation convention that whenever a repeated index occurs it is
understood to be summed over its range.

If
{
xi
}

are local coordinates in Σ, we can use the integral lines of T to
extend them as functions to the whole of U .

Exercise C.1.4. Show that
{
t, xi

}
are local coordinates on U and T = ∂

∂t .

Exercise C.1.5. Show that in these coordinates one has

∂gαβ
∂t

= 0

corresponding to the intuitive idea that in a stationary region the metric
should not depend on time.

In the coordinates
{
t, xi

}
the line element is written

ds2 = g00dt
2 + 2g0idtdx

i + gijdx
idxj

= g00

(
dt +

g0i

g00
dxi

)2

− g0ig0j

g00
dxidxj + gijdx

idxj

= −e2φ (dt + Aidx
i
)2

+ γijdx
idxj

where the definitions of φ, Ai and γij should be obvious. Here we’ve used the
fact that T is timelike and therefore

g00 = 〈T, T 〉 < 0.

Exercise C.1.6. Use the time independence of the components gαβ to show
that φ, A = Aidx

i and γ = γijdx
i ⊗ dxj satisfy

φ = π∗ (φ |Σ) ;
A = π∗ (A |Σ) ;
γ = π∗ (γ |Σ) .

Conclude that φ, A and γ can be interpreted as tensor fields defined on the
space manifold.

We are using the timelike Killing vector field T to identify a special class
of observers , namely those whose worldlines are the integral curves of T
(to whom we shall refer as stationary observers), and a special global time
function. From this point of view, the space manifold is just a convenient
way to keep track of these stationary observers, and we might as well have
picked a different space manifold. Also, there’s no reason why we should pick
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T among all the Killing fields ecT (c ∈ R) with the same integral curves. Now
the equation of any other space manifold is

t = f
(
x1, x2, x3)

and picking this space manifold and the Killing vector field ecT amounts
picking a new global time function, i.e., to making the coordinate transfor-
mation

t′ = e−c (t− f) .

(obviously one can use the same local coordinates
{
xi
}

on the new space
manifold). With these new coordinates the line element is written

ds2 = −e2φ [d (ect′ + f) + A]2 + γijdx
idxj

= −e2(φ+c) [dt′ + e−c (A + df)
]2 + γijdx

idxj

and hence

φ′ = φ + c;
A′ = e−c (A + df) ;
γ′ = γ.

In particular, we see that the differential forms

G = −dφ
H = −eφdA

(which can be thought of as defined on the space manifold) have an invariant
meaning associated to the given family of stationary observers (i.e., do not
depend on the choice global time function).

Exercise C.1.7. If u, v ∈ TxΣ ⊆ T(0,x)Q, show that

γ (u, v) =
〈
u⊥, v⊥〉

where u⊥ is the component of u orthogonal to T . Conclude that (Σ, γ) is a
Riemannian manifold.

Notice that γ has the physical meaning of being the (local) distance mea-
sured by the stationary observers using, say, radar measurements. The fact
that T is a Killing vector field means that

∂γij
∂t

= 0

i.e., distances between stationary observers do not change with time. This is
just about as close as General Relativity gets to the notion of a ”global frame
of reference”.
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C.2 Connection forms and equations of motion

Having chosen a global time t (and hence a space manifold Σ = {t = 0}), an
orthonormal coframe defined in the stationary region U is

ω0 = eφ (dt + A)
ωi = π∗ω̂i

where
{
ω̂i

}
is an orthonormal coframe for (Σ, γ) (we shall, for simplicity,

drop π∗ out of the equations).
The corresponding orthonormal basis {eα} satisfies

〈eα, eβ〉 = ηαβ

(where ηαβ is −1 if α = β = 0, 1 if α = β �= 0 and 0 if α �= β), and
consequently it is easy to check that the connection forms satisfy

ηαδω
δ
β + ηβδω

δ
α = 0

rather than the more familiar identity for the case of a Riemannian manifold.
This plus Cartan’s first structure equations

dωα = ωβ ∧ ωαβ

completely determine the connection forms. Now we have

dω0 = dφ ∧ ω0 + eφdA

= −G ∧ ω0 −H

= −Giω
i ∧ ω0 − 1

2
Hijω

i ∧ ωj

= ωi ∧
(
−Giω

0 − 1
2
Hijω

j

)
= ωi ∧ ω0

i

and

dωi = dω̂i

= ω̂j ∧ ω̂ij

= ωj ∧ ω̂ij

= ω0 ∧ ωi0 + ωj ∧ ωij

(where ω̂ij are the connection forms corresponding to the orthonormal coframe{
ω̂i

}
in the space manifold). Consequently, if we make the obvious ansatz

ω0
i = ωi0 = −Giω

0 − 1
2
Hijω

j
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we will have

ωj ∧ ωij = ωj ∧ ω̂ij − ω0 ∧
(
−Giω

0 − 1
2
Hijω

j

)
= ωj ∧ ω̂ij +

1
2
Hijω

0 ∧ ωj

= ωj ∧
(
ω̂ij −

1
2
Hijω

0
)

i.e.,

ωij = ω̂ij −
1
2
Hijω

0

which indeed satisfy the required skew-symmetry properties.
Consider a timelike geodesic representing the motion of a material parti-

cle, and let
u = u0e0 + uiei

be its unit tangent vector. Clearly u0 is the energy per unit rest mass that a
stationary observer measures for the particle, and

u = uiei

(which can be interpreted as a vector on the space manifold, as {π∗ei} is an
orthonormal frame for (Σ, γ) - we shall, for simplicity, stop worrying about
the projection and freely identify ei and π∗ei) is just u0v, where v is the
velocity measured by the stationary observer for the particle. We have

〈u, u〉 = −1⇔ −
(
u0)2

+ u2 = −1⇔
(
u0)2

= 1 + u2

where
u2 = g (u,u) = uiui = γ (u,u) .

Recalling that
∇veα = ωβα (v) eβ

we can write the geodesic equation as

∇uu = 0⇔ ∇u
(
u0e0 + uiei

)
= 0

⇔ du0

dτ
e0 + u0ωi0 (u) ei +

dui

dτ
ei + uiω0

i (u) e0 + uiωji (u) ej = 0

and hence the component along e0 is

du0

dτ
+ uiω0

i (u) = 0⇔ du0

dτ
− uiGiu

0 − 1
2
Hiju

iuj = 0

⇔ du0

dτ
= u0uiGi

whereas the component along ei is
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dui

dτ
+ u0ωi0 (u) + ujωij (u) = 0

⇔ dui

dτ
− u0

(
Giu

0 +
1
2
Hiju

j

)
+ uj

(
ω̂ij (u)− 1

2
Hiju

0
)

= 0

⇔
(

D̂u
dτ

)i

=
(
u0)2

Gi + u0Hiju
j

(here D̂
dt refers to the Levi-Civita connection ∇̂ on (Σ, γ)).

We now use the fact that (Σ, γ) is a three dimensional Riemannian man-
ifold, and that consequently

dimTxΣ = dimT ∗
xΣ = dimΛ2T ∗

xΣ = 3

for all x ∈ Σ. The Riemannian metric provides a bijection i1 : TxΣ → T ∗
xΣ

defined through i1 (v) = γ (v, ·), i.e.,

i1
(
v1e1 + v2e2 + v3e3

)
= v1ω̂1 + v2ω̂2 + v3ω̂3.

Similarly, one can define a bijection i2 : TxΣ → Λ2T ∗
xΣ through

i2
(
v1e1 + v2e2 + v3e3

)
= v1ω̂2 ∧ ω̂3 + v2ω̂3 ∧ ω̂1 + v3ω̂1 ∧ ω̂2.

Exercise C.2.1. Show that i2 is well defined, i.e., that it does not depend
on the choice of the orthonormal basis {e1, e2, e3}.

Exercise C.2.2. Show that

i2 (u× v) = i1 (u) ∧ i1 (v) .

Definition C.2.3. On the space manifold Σ we define the gravitational vec-
tor field G and the gravitomagnetic vector field H through

G = i1 (G) ;
H = i2 (H) .

It should be clear that

(
Hiju

j
)

=

 0 H3 −H2

−H3 0 H1

H2 −H1 0

u1

u2

u3


=

u2H3 − u3H2

u3H1 − u1H3

u1H2 − u2H1

 = (u×H)i

and consequently the component of the motion equation along ei can be
written as
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D̂u
dτ

=
(
u0)2

G + u0u×H

=
(
1 + u2) 1

2
((

1 + u2) 1
2 G + u×H

)
.

Thus when all stationary observers compare their local observations they
conclude that the particle moves in the space manifold under the influence
of a gravitational field G and a gravitomagnetic field H in a way that closely
resembles electromagnetism. To check how accurate this analogy is we now
take a short detour.

Exercise C.2.4. Show that the component of the motion equation along e0
may be written as

du0

dτ
= u0u ·G

and is a simple consequence of the motion equation in the space manifold.
Also, show that this equation can still be written as

du0

dτ
= −u0∇̂uφ

and deduce the energy conservation principle

d

dτ

(
u0eφ

)
= 0⇔ d

dτ

((
1 + u2) 1

2 eφ
)

= 0

holds.

Notice that u0eφ is just 〈T, u〉. For low speeds and weak gravitational
fields this conserved quantity is

u0eφ =
(
1− v2)− 1

2 eφ !
(

1 +
1
2
v2

)
(1 + φ) ! 1 +

1
2
v2 + φ

i.e., is just the rest energy plus the Newtonian mechanical energy (per unit
rest mass).

Exercise C.2.5. Show that in general stationary observers are accelerated
observers, and that their proper acceleration is

D

dτ

(
e−φT

)
= Giei

(this is the acceleration measured by, say, an accelerometer carried by a sta-
tionary observer).
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C.3 Stationary Maxwell equations

Recall that the motion equations for a particle of rest mass m and electric
charge e under the influence of an electric field E and a magnetic field B are

dp
dt

= e (E + v ×B)

where p is the particle’s (relativistic) momentum and v is its velocity. If τ is
the particle’s proper time and x = x (τ) its spatial path, then one has

p = m
dx
dτ

= mu

and

−
(

dt

dτ

)2

+ u2 = −1⇔ dt

dτ
=

(
1 + u2) 1

2 .

Consequently,

u =
dx
dt

dt

dτ
=

(
1 + u2) 1

2 v

and the motion equation may be written as

du
dτ

=
e

m

((
1 + u2) 1

2 E + u×B
)
.

Thus we see that the motion equation for a free falling particle in the
space manifold of a stationary region is the curved space generalization of this
equation with the ratio e

m replaced by
(
1 + u2

) 1
2 . This is reasonable to expect,

as
(
1 + u2

) 1
2 is the ratio between the particle’s total energy as measured by

a stationary observer (which is what one would expect the gravitational field
to couple to) and the particle’s rest mass.

It is interesting to see how far this analogy goes, and in particular whether
Einstein’s equation in a stationary region in any way mirrors Maxwell’s equa-
tions. Recall that in natural units (c = ε0 = 1) Maxwell’s equations for
stationary (i.e., time-independent) electric and magnetic fields are written

div (E) = ρ;
div (B) = 0;
curl (E) = 0;
curl (B) = j

where ρ is the electric charge density and j is the electric current density.
Assuming these equations hold in a contractible region of space, the ho-

mogeneous equations imply (due to Poincaré’s lemma) the existence of an
electric potential φ and a vector potential A such that
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E = −grad (φ) ;
B = −curl (A) .

Clearly φ is defined up to the addition of a constant function, whereas A
is defined up to the addition of a gradient field.

It is possible to show that Maxwell’s equations are fully relativistic, and
that electromagnetic fields carry energy and momentum. The energy den-
sity, energy density current and stress of the electromagnetic field are given,
respectively, by

ρfield =
1
2
(
E2 + B2) ;

jfield = E×B;

Tfield =
1
2
(
E2 + B2) I −E⊗E−B⊗B.

C.4 Curvature forms and Ricci tensor

We will now try to write Einstein’s equation as a set of equations in the space
manifold involving the vector fields G and H. We start by noticing that

i1 (G) = −dφ⇔ G = −grad (φ)

in an exact analogue of the corresponding electrostatic formula.

Exercise C.4.1. Show that in R
3 with the usual Euclidean metric one has

i2 (curl (v)) = d (i1 (v)) .

Definition C.4.2. If (Σ, γ) is an arbitrary 3-dimensional Riemannian man-
ifold and v is a vector field defined on Σ we define curl (v) as the unique
vector field satisfying

i2 (curl (v)) = d (i1 (v)) .

Thus we have
H = −eφcurl (A)

closely resembling the corresponding magnetostatic expression. Thus the
equations defining the gravitational and gravitomagnetic fields G and H
parallel the homogeneous Maxwell equations.

In order to write Einstein’s equation in the orthonormal frame {eα} we
will have to compute the components of the Ricci tensor in this frame. These
can be obtained from the curvature forms Ωβ

α, which in turn are given by
Cartan’s second structure equations

Ωβ
α = dωβα − ωδα ∧ ωβδ .
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Before computing these forms, we notice that since

∇̂ω̂i = −ω̂j ⊗ ω̂ij

we have

∇̂G =
(
∇̂jGi

)
ω̂i ⊗ ω̂j = ∇̂

(
Giω̂

i
)

= ω̂i ⊗ dGi −Giω̂
j ⊗ ω̂ij

= ω̂i ⊗
(
dGi −Gjω̂

j
i

)
and

∇̂H =
(
∇̂kHij

)
ω̂i ⊗ ω̂j ⊗ ω̂k = ∇̂

(
Hijω̂

i ⊗ ω̂j
)

= ω̂i ⊗ ω̂j ⊗ dHij −Hijω̂
k ⊗ ω̂j ⊗ ω̂ik −Hijω̂

i ⊗ ω̂k ⊗ ω̂jk

= ω̂i ⊗ ω̂j ⊗
(
dHij −Hkjω̂

k
i −Hikω̂

k
j

)
(where we’ve taken the chance to introduce the notation ∇̂iGj and ∇̂iHjk

for the components of the covariant differential of G and H). In other words,
one has (

∇̂jGi

)
ω̂j = dGi −Gjω̂

j
i

and (
∇̂kHij

)
ω̂k = dHij −Hkjω̂

k
i −Hikω̂

k
j .

Exercise C.4.3. Use the formulae above and the known expressions

ω0
i = ωi0 = −Giω

0 − 1
2
Hijω

j ;

ωij = ω̂ij −
1
2
Hijω

0;

dω0 = −G ∧ ω0 −H;
dωi = ω̂j ∧ ω̂ij

in Cartan’s second structure equations

Ω0
i = −dω0

i + ωji ∧ ω0
j ;

Ωj
i = −dωji + ω0

i ∧ ωj0 + ωki ∧ ωjk

to show that the curvature forms are given by

Ω0
i = Ωi

0 =
(
−∇̂jGi + GiGj − 1

4HikHkj

)
ω0 ∧ ωj

+ 1
2

(
∇̂jHik −GiHjk

)
ωj ∧ ωk;
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Ωj
i = −Ωi

j = Ω̂j
i + 1

2

(
∇̂kHij −GjHik + GiHjk −GkHij

)
ω0 ∧ ωk

+ 1
4 (HijHkl + HikHjl)ωk ∧ ωl.

Since
ωα ∧ ωβ = ωα ⊗ ωβ − ωβ ⊗ ωα

the independent components of the Riemann tensor in this orthonormal frame
are given by

R0
i0j = −∇̂jGi + GiGj −

1
4
HikHkj ;

R0
ijk =

1
2

(
∇̂jHik − ∇̂kHij − 2GiHjk

)
;

Rji0k =
1
2

(
∇̂kHij −GjHik + GiHjk −GkHij

)
;

Rjikl = R̂jikl +
1
4

(2HijHkl + HikHjl −HilHjk) ,

where R̂jikl are the components of the Riemann tensor of the space manifold
on the corresponding orthonormal basis.

Exercise C.4.4. Show that because of the Riemann tensor symmetries one
has

R0
ijk = −Rjk0i.

Deduce that G and H must satisfy

∇̂iHjk + ∇̂jHki + ∇̂kHij + GiHjk + GjHki + GkHij = 0.

Rewrite this condition as
dH + G ∧H = 0

and show that it follows trivially from

H = −eφdA.

It is now a simple task to compute the components of the Ricci tensor in
our orthonormal frame. For example, one has

(Ric)00 = Ri00i = −∇̂iGi + GiGi −
1
4
HikHki

= −div (G) + G2 +
1
4
HikHik

= −div (G) + G2 +
1
2
H2

and
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(Ric)0i = Rji0j =
1
2

(
∇̂jHij −GjHij + GiHjj −GjHij

)
=

1
2

(
∇̂jHij − 2HijGj

)
.

Since

(
∇̂jHij

)
=

(
−∇̂jHji

)
= −

(
∇̂1 ∇̂2 ∇̂3

) 0 H3 −H2

−H3 0 H1

H2 −H1 0


=

(
∇̂2H

3 − ∇̂3H
2, ∇̂3H

1 − ∇̂1H
3, ∇̂1H

2 − ∇̂2H
1
)

=
(
(d (i1 (H)))23 , (d (i1 (H)))31 , (d (i1 (H)))12

)
=

(
(curl (H))1 , (curl (H))2 , (curl (H))3

)
we see that

(Ric)0i ei =
(

1
2
curl (H)−G×H

)
.

Finally, we have

(Ric)ij = R0
ij0 + Rkijk

= ∇̂jGi −GiGj +
1
4
HikHkj + R̂kikj

−1
4

(2HikHkj + HikHkj −HijHkk)

=
(
R̂ic

)
ij

+ ∇̂iGj −GiGj −
1
2
HikHkj

where
(
R̂ic

)
ij

are the components of the Ricci tensor of the space manifold

on the corresponding orthonormal basis and we’ve used the fact that ∇̂iGj

is minus the Hessian of φ (hence symmetric). As

(HikHkj) =

 0 H3 −H2

−H3 0 H1

H2 −H1 0

 0 H3 −H2

−H3 0 H1

H2 −H1 0


=

−
(
H2

)2 −
(
H3

)2
H1H2 H1H3

H1H2 −
(
H1

)2 −
(
H3

)2
H2H3

H1H3 H2H3 −
(
H1

)2 −
(
H2

)2


= HiHj −H2γij

we can write

(Ric)ij =
(
R̂ic

)
ij

+ ∇̂iGj −GiGj −
1
2
HiHj +

1
2
H2γij .
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C.5 Quasi-Maxwell equations

Definition C.5.1. A perfect fluid is defined as a fluid such that the only
stresses measured by a comoving observer correspond to an isotropic pressure.

So if {eα} is a orthonormal frame associated to a comoving observer, the
energy-momentum tensor of a perfect fluid is by definition

T = ρe0 ⊗ e0 + pei ⊗ ei

where ρ is the rest energy density of the fluid and p is the rest pressure (note
that there are no components in e0⊗ei as the observer is at rest with respect
to the fluid and therefore must measure zero energy current density). Since
the raised indices metric tensor clearly is

g = −e0 ⊗ e0 + ei ⊗ ei

we see that

T = ρe0 ⊗ e0 + p (g + e0 ⊗ e0)
= (ρ + p) e0 ⊗ e0 + pg

or, since e0 is just the 4-velocity u of the fluid,

T = (ρ + p)u⊗ u + pg.

Exercise C.5.2. Show that Einstein’s equation implies the motion equation

(ρ + p)∇uu + div ((ρ + p)u)u = −grad (p)

for a perfect fluid (here div and grad refer to the full spacetime metric g).

Exercise C.5.3. A perfect fluid satisfying p = −ρ = λ
8π is said to correspond

to a cosmological constant λ (notice that such fluid does not possess a rest
frame). Show that the motion equations imply that λ is indeed constant.

Recall that
Ric = G− 1

2
C (G) g

where G is Einstein’s tensor. Since Einstein’s equation is

G = 8πT

we conclude that

Ric = 8π
(
T − 1

2
C (T ) g

)
.

Since
C (T ) = − (ρ + p) + 4p = 3p− ρ
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we have

Ric = 8π
(

(ρ + p)u⊗ u + pg − 1
2

(3p− ρ) g
)

= 8π
(

(ρ + p)u⊗ u +
1
2

(ρ− p) g
)

In the stationary orthonormal frame, we have

u = u0e0 + u

and consequently

Ric = 8π (ρ + p)
((

u0)2
e0 ⊗ e0 + u0e0 ⊗ u + u0u⊗ e0 + u⊗ u

)
+ 4π (ρ− p) (−e0 ⊗ e0 + γ)

i.e.,

(Ric)00 = 8π
(

(ρ + p)
(
u0)2 − 1

2
(ρ− p)

)
= 4π

((
2
(
u0)2 − 1

)
ρ +

(
2
(
u0)2

+ 1
)
p
)

;

(Ric)0i ei = 8π (ρ + p)u0u;

(Ric)ij = 8π
(

(ρ + p)uiuj +
1
2

(ρ− p) γij
)

.

Since we are using an orthonormal frame, it is simple to equate these
components to those obtained from the expression of the line element:

−div (G) + G2 + 1
2H

2 = 4π
((

2
(
u0

)2 − 1
)
ρ +

(
2
(
u0

)2 + 1
)
p
)

;
1
2curl (H)−G×H = −8π (ρ + p)u0u;(

R̂ic
)
ij

+ ∇̂iGj −GiGj −
1
2
HiHj +

1
2
H2γij

= 8π
(

(ρ + p)uiuj +
1
2

(ρ− p) γij
)

.

Rearranging these equations slightly, and remembering we are using an
orthonormal frame, we can finally write

div (G) = G2 +
1
2
H2 − 4π

((
2
(
u0)2 − 1

)
ρ +

(
2
(
u0)2

+ 1
)
p
)

; (C.1)

curl (H) = 2G×H− 16π (ρ + p)u0u; (C.2)(
R̂ic

)
ij

+ ∇̂iGj = GiGj + 1
2HiHj − 1

2H
2γij

+8π
(
(ρ + p)uiuj + 1

2 (ρ− p) γij
)
.

(C.3)

These equations are now either tensor equations or the components of
tensor equations on the space manifold, and therefore hold in any frame.
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Definition C.5.4. Equations (C.1), (C.2) and (C.3) are called the quasi-
Maxwell equations corresponding to the given family of stationary observers.

Notice that on contraction equation (C.3) yields

Ŝ + div (G) = G2 +
1
2
H2 − 3

2
H2 + 8π

(
(ρ + p)u2 +

3
2

(ρ− p)
)

where Ŝ is the scalar curvature of the space manifold; using (C.1), one gets

Ŝ = −3
2
H2 + 8π

(
(ρ + p)u2 +

3
2

(ρ− p)
)

+4π
((

2
(
u0)2 − 1

)
ρ +

(
2
(
u0)2

+ 1
)
p
)

= −3
2
H2 + 4π

(
2u2 + 3 + 2

(
u0)2 − 1

)
ρ + 4π

(
2u2 − 3 + 2

(
u0)2

+ 1
)
p

= −3
2
H2 + 16π

(
u0)2

ρ + 16π
((

u0)2 − 1
)
p

= −3
2
H2 + 16πT00

where T00 is the fluid’s energy density as measured by the stationary ob-
servers.

Equations (C.1) and (C.2) are analogues of the non-homogeneous Maxwell
equations for stationary fields. They basically state that the source of the
gravitational field G is proportional to

ρmatter =
(
2
(
u0)2 − 1

)
ρ +

(
2
(
u0)2

+ 1
)
p

whereas the source of the gravitomagnetic field H is proportional to

jmatter = (ρ + p)u0u.

For low speeds one usually has p << ρ in our units; therefore, to first order
in v one has ρmatter = ρ and jmatter = ρv. In other words, the gravitational
field is basically generated by the fluid’s mass, whereas the gravitomagnetic
field is basically generated by the fluid’s mass current with respect to the
stationary observers. This completely parallels the situation in electrostatics
and magnetostatics.

More interestingly, nonlinear terms occur in equations (C.1) and (C.2)
(reflecting the fact that the Einstein equation is highly nonlinear), in such a
way that G and H act as a source of themselves. These terms are

ρfield = G2 +
1
2
H2

and
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jfield = 2G×H,

strikingly similar to the expressions for the energy density and energy current
density of the electromagnetic field. With these definitions, equations (C.1)
and (C.2) are written

div (G) = ρfield − 4πρmatter;
curl (H) = jfield − 16πjmatter,

clearly bringing out their resemblance to the non-homogeneous Maxwell equa-
tions. Notice that the source terms corresponding to the fields occur with an
opposite sign to the source terms corresponding to the fluid; this is in line
with the general idea that the gravitational field is always attractive and
hence should have negative energy. (Actually, the energy of the gravitational
field in General Relativity is much more subtle: it is a nonlocal concept, as
any observer can eliminate his local gravitational field by being in free fall).

The analogy between the quasi-Maxwell form of the Einstein equation
and Maxwell’s equations for stationary fields is remarkable, but there are also
important differences, the most obvious of which is the existence of equation
(C.3), with no electromagnetic analogue. Notice that this equation, which
is a kind of Einstein equation for the space manifold, has 6 independent
components (as many as 2 vector equations), and can be written as

R̂ic + ∇̂G = 8πT̂matter − T̂field

with
T̂matter = (ρ + p)u⊗ u +

1
2

(ρ− p) γ

and
T̂field =

1
2
H2γ −G⊗G− 1

2
H⊗H

(notice again the similarity with the stress tensor of the electromagnetic field).
In a way, it is hardly surprising that the analogy breaks down at some

point. Electromagnetism and gravity are fundamentally different interactions
(for example, they correspond to fields of different spins). What is surprising is
that the analogy is so good in the first place. It is also essential to the existence
of the analogy that we are dealing with stationary fields: gravitational waves
essentially correspond to time-varying space metrics.

The quasi-Maxwell formalism allows one to get an immediate grasp of the
physical meaning of a stationary metric from the point of view of the family
of stationary observers (although if more than one such family exists the
picture may change quite considerably, as we shall see). Also, it provides an
alternative way of solving Einstein’s equation: one postulates a metric for the
space manifolds (eventually depending on one or more unknown functions)
and tries to solve for the fields (eventually imposing some sort of relation
between the fields’ directions and the space manifold geometry). We shall see
this at work presently.



C.6 Examples 239

C.6 Examples

We will now analyze a number of examples of application of the quasi-Maxwell
equations.

The simplest example is clearly Minkowski spacetime . In the usual
{t, x, y, z} coordinates the line element is

ds2 = −dt2 + dx2 + dy2 + dz2

and thus ∂
∂t is a timelike Killing vector field. For the global time coordinate t

we have φ = 0, A = 0 and the space manifold is just Euclidean 3-space, with
line element

dl2 = dx2 + dy2 + dz2.

Thus for this family of stationary observers G = H = 0.
Interestingly, however, Minkowski spacetime has many different Killing

vector fields.

Exercise C.6.1. Show that the Killing equation £kg = 0 in Minkowski
space reduces to

∂kβ
∂xα

+
∂kα
∂xβ

= 0.

Show that this equation implies that kα is an affine function of the coordinates
xβ , and then solve it. Prove that the space of all Killing vector fields is 10-
dimensional, and that a basis for it is{

∂
∂t ,

∂
∂x , ∂

∂y , ∂∂z , x ∂
∂t + t ∂∂t , y

∂
∂t + t ∂∂y , z ∂

∂t + t ∂∂z ,

x ∂
∂y − y ∂

∂x , y ∂
∂z − z ∂

∂y , z ∂
∂x − x ∂

∂z

}
.

Notice that the one-parameter families of isometries generated by these
Killing fields are (respectively) translations along each of the axes, boosts
along each of the spatial axes and rotations about each of the spatial axes.

Exercise C.6.2. Show that making the coordinate transformation

t = a sinhu

x = a coshu

in the t < |x| region of Minkowski spacetime one gets the so-called Rindler
spacetime line element

ds2 = −a2du2 + da2 + dy2 + dz2.

Show that the timelike Killing vector field ∂
∂u is just

∂

∂u
= x

∂

∂t
+ t

∂

∂t

and corresponds to a family of stationary observers who measure and Eu-
clidean space manifold and G = − 1

a
∂
∂a , H = 0. Check that the quasi-Maxwell

equations hold in this example.
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Thus we see that stationary observers may measure gravitational fields
in a flat spacetime. This happens when the orbits of the timelike Killing
vector field corresponds to accelerated motions, which in General Relativity
are locally indistinguishable from observers accelerating to oppose gravity in
order to remain stationary. The stationary observers of Rindler spacetime
are the relativistic analogue of an uniformly accelerated frame. Notice that
while the distances between them remain constant, each observer measures
a different acceleration.

Another simple kind of accelerated motion is uniform circular motion.

Exercise C.6.3. Take the Minkowski line element in cylindrical coordinates,

ds2 = −dt2 + dr2 + r2dϕ2 + dz2,

and make the coordinate transformation θ = ϕ−ωt. Check that in these new
coordinates ∂

∂t is a timelike Killing vector field for r < 1
ω , corresponding to

a family of uniformly rotating observers with angular velocity ω, and that in
fact it is just

∂

∂t
+ ω

∂

∂ϕ
=

∂

∂t
+ ω

(
x

∂

∂y
− y

∂

∂x

)
in the old coordinates. Check that for this family of stationary observers the
space manifold line element is

dl2 = dr2 +
r2

1− ω2r2 dθ
2 + dz2,

that

G =
ω2r

1− ω2r2

∂

∂r
,

H =
2ω

1− ω2r2

∂

∂z

and that the quasi-Maxwell equations hold.

Thus again accelerated stationary observers in flat spacetime measure
nonzero fields. From the equations of motion one easily sees the gravitational
field corresponds to the centrifugal acceleration, whereas the gravitomagnetic
field is responsible for the Coriolis forces.

Notice that

Ŝ = −3
2
H2 = − 6ω2

(1− ω2r2)2

and hence the space manifold is curved, although the full spacetime is flat
(Einstein used this example, which he analyzed in terms of length contraction
of rulers in the tangential direction, to start thinking of curved geometries
in connection with gravity). We now investigate whether the reverse is also
possible:
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Exercise C.6.4. Show that if the space manifold is Euclidean 3-space and
no fluid is present then H = 0 and hence the quasi-Maxwell equations reduce
to

∂2φ

∂xi∂xj
= − ∂φ

∂xi
∂φ

∂xj
.

Show that the appropriate initial data for these equations is the value of φ and
its first partial derivatives at a point, and argue that it suffices to solve the
equation for the particular case when this point is the origin and all partial
derivatives but one vanish. Solve such equation and prove that all stationary
vacuum spacetimes with Euclidean space manifolds are either Minkowski or
Rindler spacetime.

Thus to get curved spacetimes with Euclidean space manifolds we must
introduce matter.

Exercise C.6.5. Assume that the space manifold is flat but there is a fluid
present. Make the ansatz

G = G
∂

∂x
;

H = H
∂

∂y
;

u = u
∂

∂z

where G, H and u are constants. Show that for each ρ ≥ 0 the quasi-Maxwell
equations have a unique solution of this form given by

G = 4
√
πρ;

H = 4
√

2πρ;
u = 1;
p = ρ,

and show that the corresponding spacetime metric is

ds2 = −e−8
√
πρx

(
dt +

√
2e4

√
πρxdz

)2
+ dx2 + dy2 + dz2

= −
(
dz +

√
2e−4

√
πρxdt

)2
+ e−8

√
πρxdt2 + dx2 + dy2.

Conclude that ∂
∂z is also a timelike Killing vector field and that for the

corresponding family of observers

G = 0;

H = 4
√

2πρ
∂

∂y
;

u = 0.
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Thus these observers are comoving with the fluid. Show that the 2-dimensional
line element

e−8
√
πρxdt2 + dx2

is that of a hyperbolic plane (and thus the comoving observers’ space manifold
is just a hyperbolic plane times R).

This is the line element for the so-called Gödel universe , which was
discovered by Kurt Gödel in 1949. It describes a fluid which is rotating about
each of the comoving observers. This solution caused considerable unrest
among physicists at the time, as it was shown by Gödel to contain closed
timelike curves (see [30]).

This feature could already be found in an exact solution discovered by
Von Stockum in 1936:

Exercise C.6.6. Show that setting G = u = 0 and p = 0 in the quasi-
Maxwell equations turns them into

H = grad (ψ) ;

ρ =
1
8π

H2;(
R̂ic

)
ij

=
1
2
HiHj .

Take as line element for the space manifold

dl2 = F (r)
(
dr2 + dz2) + r2dϕ2

where F is an arbitrary function satisfying F (0) = 1, and set

ψ = 2az

so that
R̂ic = 2a2dz ⊗ dz.

Show that the quasi-Maxwell equations have the unique solution

F = e−a2r2

and that consequently one has the rest density

ρ =
a2

2π
ea

2r2

and the line element

ds2 = −
(
dt− ar2dϕ

)2
+ e−a2r2

(
dr2 + dz2) + r2dϕ2.
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This solution describes a rigidly rotating cylinder such that the gravita-
tional attraction is exactly balanced by the centrifugal acceleration. Notice
that ∂

∂ϕ becomes timelike for r > 1
a , thus leading to closed timelike curves. In

1974, Tipler matched Von Stockum’s solution to an exterior vacuum solution
at r = R < 1

a , thus obtaining the field outside a rigidly rotating cylinder of
finite radius, and also got closed timelike curves there (see [59]). Using these
he was able to prove that any two events outside the cylinder could be joined
by a timelike curve.

The quasi-Maxwell formalism can be successfully employed to get other
kinds of stationary solutions of Einstein’s equation:

Exercise C.6.7. Consider a spherically symmetric space manifold,

dl2 = C2 (r) dr2 + r2 (dθ2 + sin2 θdϕ2)
and radial gravitational and gravitomagnetic fields,

G = G (r)
∂

∂r
;

H = H (r)
∂

∂r
.

Show that there exists a two-parameter family of asymptotically flat solutions
of the quasi-Maxwell vacuum equations given by

e2φ = 1− 2
r2

(
q2 + M

(
r2 − q2) 1

2
)

;

C2 =
(

1− q2

r2

)−1

e−2φ;

H = −eφ 2q
Cr2 ,

yielding the line element

ds2 = −e2φ (dt− 2q cos θdϕ)2 +
(

1− q2

r2

)−1

e−2φdr2 + r2 (dθ2 + sin2 θdϕ2) .
This is the so-called Newman–Unti–Tamburino (NUT) solution (see [30]),

and represents a gravitational monopole. Notice that for q = 0 it reduces to
the Schwarzschild solution.

Exercise C.6.8. On a five-dimensional spacetime let ∂
∂x4 be a spacelike

Killing vector field with constant norm and write the line element as

ds2 = gµνdx
µdxν + ĝ44

(
dx4 + Aµdx

µ
)
.

Use a similar method to that used to obtain the quasi-Maxwell equations to
show that the 5-dimensional Einstein tensor has the components
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Ĝµ4 =
1
2
ĝ44∇αFαµ;

Ĝµν = Gµν −
1
2
ĝ44

(
FµαF

α
ν +

1
4
FαβF

αβgµν

)
,

where F = dA.

Setting g44 = 16π we see that the vanishing of these components is equiva-
lent to simultaneously satisfying the coupled Einstein and Maxwell equations
(F being interpreted as the Faraday electromagnetic tensor) This observation
is the starting point of Kaluza–Klein theory unifying gravity and electromag-
netism in a geometric framework.



D Viscosity solutions and Aubry–Mather
theory
by Diogo Gomes

D.1 Optimal control, viscosity solutions and time
independent problems

The terminal cost problem in optimal control consists in minimizing the func-
tional

J [t, x;u] =
∫ t1

t

L(x, ẋ)ds + ψ(x(t1)),

where L : R
2n → R, and ψ : R

n → R are continuous functions, among
all Lipschitz paths x(·), with initial condition x(t) = x and satisfying the
differential equation ẋ = u.

The infimum of J over all bounded Lipschitz controls u ∈ L∞[t, t1] is the
value function V

V (x, t) = inf
u

J(x, t;u). (D.1)

Suppose L(x, v) is convex in v, and satisfies the coercivity condition

lim
|v|→∞

L(x, v)
|v| =∞.

The Legendre transform 1 of L, denoted by L∗, is the function

L∗(p, x) = sup
v

[−v · p− L(x, v)] .

L∗(p, x) is the Hamiltonian and is frequently denoted by H(p, x).
Next we list some important properties of the Legendre transform.

Proposition D.1.1. Suppose that L(x, v) is convex and coercive in v. Let
H = L∗. Then

1. H(p, x) is convex in p;
2. H∗ = L;
1 This definition simplifies the treatment of the terminal value problem and is the

usual in optimal control problems [24]; however, it is different from the customary
in classical mechanics. The latter one is L�(p, x) = supv v ·p−L(x, v), as defined,
for instance, in [4]. The relation between them is L∗(p, x) = L�(−p, x).

W.M. Oliva: LNM 1798, pp. 245–257, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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3. For each x, lim|p|→∞
H(x,p)

|p| =∞;
4. Define v∗ by the equation p = −DvL(x, v∗), then

H(p, x) = −v∗ · p− L(x, v∗);

5. Similarly define p∗ by the equation v = −DpH(x, p∗), then

L(x, v) = −v · p∗ −H(x, v∗);

6. If p = −DvL(x, v) or v = −DpH(x, p), then DxL(x, v) = −DxH(p, x).

Let ψ be a continuous function. The superdifferential D+
x ψ(x) of ψ at

the point x is the set of values p ∈ R
n such that

lim sup
|v|→0

ψ(x + v)− ψ(x)− p · v
|v| ≤ 0.

Consequently, p ∈ D+
x ψ(x) if and only if ψ(x + v) ≤ ψ(x) + p · v + o(v), as

|v| → 0. Similarly, the subdifferential D−
x ψ(x) of ψ at the point x is the set

of values p such that

lim inf
|v|→0

ψ(x + v)− ψ(x)− p · v
|v| ≥ 0.

These sets are one-sided analog of derivatives. Indeed, if ψ is differentiable

D−
x ψ(x) = D+

x ψ(x) = {Dxψ(x)}.

More precisely,

Proposition D.1.2. If D−
x ψ(x), D+

x ψ(x) �= ∅ then D−
x ψ(x) = D+

x ψ(x) =
{p} and ψ is differentiable at x with Dxψ = p. Conversely, if ψ is differen-
tiable at x then

D−
x ψ(x) = D+

x ψ(x) = {Dxψ(x)}.

A point (x, t) is called regular if there exists a unique trajectory x∗(s)
such that x∗(t) = x and

V (x, t) =
∫ t1

t

L(x∗(s), ẋ∗(s))ds + ψ(x∗(t1)).

We will see that regularity is equivalent to differentiability of the value func-
tion.

The next theorem collects the main results about the optimal control
problem. Namely, whether V is finite, what are the optimal controls (if they
exist), how the value function relates to the optimal trajectory, the regularity
of V and uniqueness of optimal trajectory.
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Theorem D.1.3. Suppose x ∈ R
n and t0 ≤ t ≤ t1. Assume L(x, v) is

a smooth function, strictly convex in v (i.e., D2
vvL positive definite), and

satisfying the coercivity condition lim|v|→∞
L(x,v)

|v| = ∞, for each x. Fur-
thermore suppose L bounded below (without loss of generality, we may take
L(x, v) ≥ 0); assume also L(x, 0) ≤ c1, |DxL| ≤ c2L + c3 for suitable con-
stants c1, c2,and c3; finally suppose that there exist positive functions C0(R),
C1(R) such that |DvL| ≤ C0(R) and |D2

xxL| ≤ C1(R) whenever |v| ≤ R.
Then for any bounded Lipschitz function ψ:

1. V satisfies
−‖ψ‖∞ ≤ V ≤ c1|t1 − t|+ ‖ψ‖∞.

2. Suppose t0 ≤ t ≤ t′ ≤ t1. Then

V (x, t) = inf
y∈Rn

inf
x(·)

[∫ t′

t

L(x(s), ẋ(s))ds + V (y, t′)

]
,

where x(t) = x and x(t′) = y.
3. Suppose ψ1(x) and ψ2(x) are bounded Lipschitz functions with ψ1 ≤ ψ2.

Let V1(x, t) and V2(x, t) be the corresponding value functions. Then
V1(x, t) ≤ V2(x, t). In particular this implies that for any ψ1(x) and ψ2(x)

sup
x
|V1(x, t)− V2(x, t)| ≤ sup

x
|ψ1(x)− ψ2(x)|.

4. There exists a control u∗ ∈ L∞[t, t1] such that the corresponding path x∗,
defined by the initial value ODE

ẋ∗(s) = u(s) x∗(t) = x,

satisfies

V (x, t) =
∫ t1

t

L(x∗(s), ẋ∗(s))ds + ψ(x∗(t1)).

5. There exists a constant C, which depends only on L, ψ and t1 − t0 but
not on x or t such that |u(s)| < C for t ≤ s ≤ t1. The optimal trajectory
x∗(·) is a C2[t, t1] solution of the Euler–Lagrange equation

d

dt
DvL−DxL = 0

with initial condition x(t) = x.
6. The adjoint variable p, defined by

p(t) = −DvL(x∗, ẋ∗),

satisfies the differential equations

ṗ(s) = DxH(p(s), x∗(s)) ẋ∗(s) = −DpH(p(s), x∗(s))
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with terminal condition p(t1) ∈ D−
x ψ(x∗(t1)). Additionally

(p(s), H(p(s), x∗(s))) ∈ D−V (x∗(s), s)

for t < s ≤ t1.
7. The value function V is Lipschitz continuous, thus differentiable almost

everywhere.
8. (p(s), H(p(s), x∗(s))) ∈ D+V (x∗(s), s) for t ≤ s < t1, so DxV (x∗(s), s)

exists for t < s < t1.
9. V is differentiable at (x, t) if and only if (x, t) is a regular point.

When the value function V is smooth it satisfies the Hamilton–Jacobi
equation

−Vt + H(DxV, x) = 0, (D.2)

as corollary to Theorem D.1.3. However, it is not true that V is differentiable
at any point (x, t). It satisfies (D.2) in a weaker sense - it is a viscosity
solution. More precisely, a bounded uniformly continuous function V is a
viscosity subsolution (resp. supersolution) of the Hamilton–Jacobi–Belmann
PDE (D.2) if for any smooth function φ such that V −φ has a local maximum
(resp. minimum) at (x, t) then −Dtφ+H(Dxφ, x) ≤ 0 (resp. ≥ 0) at (x, t). A
bounded uniformly continuous function V is a viscosity solution of equation
(D.2) provided it is both a subsolution and a supersolution.

Another useful characterization of viscosity solutions is given in the next
proposition.

Proposition D.1.4. Suppose V is a bounded uniformly continuous function.
Then V is a viscosity subsolution of (D.2) if and only if for any (p, q) ∈
D+V (x, t), −q + H(p, x; t) ≤ 0. Similarly V is a viscosity supersolution if
and only if for any (p, q) ∈ D−V (x, t), −q + H(p, x; t) ≥ 0.

A corollary of this proposition is that any smooth viscosity solution is, in
fact, a classical solution.

The separation of variables method applied to (D.2) motivates us to look
for solutions of

H(P + Dxu, x) = H(P ); (D.3)

here the parameter P is introduced artificially, but it will be extremely useful
in the following sections.

Any viscosity solution of (D.3) satisfies the fixed point property

u(x) = inf
x(·)

∫ t1

t

L(x(s), ẋ(s)) + P · ẋ(s) + H(P )ds + u(x(t1)). (D.4)

The existence of such fixed points requires additional hypothesis on L (or H).
For instance, if H is Z

n periodic in x, i.e., H(x + k, p) = H(x, p) for k ∈ Z
n

then there exists a periodic viscosity solution of (D.3). More precisely [43],
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Theorem D.1.5 (Lions, Papanicolaou, Varadhan). Suppose that H is
Z
n periodic in x. Then there exists a unique number H(P ) for which the

equation
H(P + Dxu, x) = H(P )

has a periodic viscosity solution u. Furthermore H(P ) is convex in P .

D.2 Hamiltonian systems and the Hamilton–Jacobi
theory

Let H : R
2n → R ( we write H(p, x) with x, p ∈ R

n) be a smooth func-
tion. The Hamiltonian Ordinary Differential Equation (Hamiltonian ODE)
associated with the Hamiltonian H and canonical coordinates (p, x) is

ẋ = (DpH)T ṗ = −(DxH)T . (D.5)

When changing coordinates in a Hamiltonian system one must be careful
because the special structure of the Hamiltonian ODE is not preserved under
general change of coordinates. To overcame this problem we study the theory
of generating functions.

Proposition D.2.1. Let (p, x) be the original canonical coordinates and
(P,X) be another coordinate system. Suppose S(x, P ) is a smooth function
such that

p = (DxS(x, P ))T X = (DPS(x, P ))T

defines a change of coordinates. Furthermore assume that D2
xPS is non-

singular. Let H(P,X) = H(p, x). Then, in the new coordinate system, the
equations of motion are

Ẋ = (DPH)T Ṗ = −(DXH)T , (D.6)

i.e., (P,X) are canonical coordinates. In particular, if H does not depend on
X, these equations simplify to

Ẋ = (DPH)T Ṗ = 0.

Proof: Observe that

−(DxH)T = ṗ = D2
xxS(DpH)T + D2

PxSṖ ,

and so
D2
PxSṖ = −

[
D2
xxS(DpH)T + (DxH)T

]
(D.7)

Since H(P,DPS) = H(DxS, x),

DXHD2
xPS = DpHD2

xxS + DxH.
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Transposing the previous equation and comparing with (D.7), using the fact
that D2

xPS = (D2
PxS)T is non-singular and D2

xxS is symmetric,

Ṗ = −(DXH)T .

We also have

Ẋ = DxXẋ + DPXṖ = D2
xPS(DpH)T + D2

PPSṖ .

Again using the identity H(P, (DPS)T ) = H((DxS)T , x), we get

DPH + DXHD2
PPS = DpHD2

PxS.

Again by transposition,we get

Ẋ = (DPH)T + (D2
PPS)T

(
Ṗ + (DXH)T

)
,

which implies Ẋ = (DPH)T .

The function S in the previous proposition is called a generating function
(see, for instance, [4] for details)

Proposition D.2.2. Suppose S(x, P ) is a smooth generating function such
that in the new coordinates (X,P ), H(X,P ) ≡ H(P ). Then S is a solution
of the PDE

H(DxS, x) = H(P ). (D.8)

Proof: If p = DxS then H(DxS, x) = H(P ).

When such a generating function is found, we say that the Hamiltonian
ODE is completely integrable. However, in general, the PDE (D.8) does not
have global smooth solutions.

Note that in the last proposition we have, in general, two unknowns, S
and H(P ). Finding H(P ) is as important as finding S!

Suppose for each P we can find H(P ) such that there exists a periodic
smooth solution u of the PDE H(P + Dxu, x) = H(P ). Then the generating
function S = P ·x+u yields a periodic (in x) change of coordinates. Assume
further that

p = P + Dxu Q = x + DPu

defines a smooth change of coordinates. In the new coordinates

Ṗ = 0 Q̇ = DPH.

The rotation vector ω ≡ limt→∞
x(t)
t of the orbits x(t) exists and is

ω = lim
t→∞

x(t)
t

= lim
t→∞

Q(t)
t

= DPH,

since DPu is bounded (under smoothness and periodicity assumptions).
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D.3 Aubry–Mather theory: invariant sets, rotation
vector and invariant measures

In the previous chapter we proved that, given a smooth periodic solution of
the time independent Hamilton–Jacobi equation

H(P + Dxu, x) = H(P ), (D.9)

it is possible construct an invariant set: the graph (x, P +Dxu). Usually this
set is identified with a n dimensional torus. Since, in general, there are no
smooth solutions of (D.9), we would like to be able to prove an analogous
result using viscosity solutions.

Suppose that u is a periodic viscosity solution of (D.9). Then u is Lipschitz
in x, and so, by Rademacher theorem, it is differentiable a.e.. Let G be the
set

G = {(x, P + Dxu) : u is differentiable atx} .
This set is not invariant, at least in general, but we will see that it is back-
wards invariant. Let Ξt be the flow associated with the backwards Hamilto-
nian ODE

ṗ = DxH(p, x) ẋ = −DpH(p, x). (D.10)

Proposition D.3.1. G is backwards invariant under Ξt; more precisely, for
all t > 0, we have Ξt(G) ⊂ G.

Proof: Let u be a viscosity solution of (D.9). Consider the time dependent
problem

−Vt + H(P + DxV, x) = 0,

with terminal condition V (t1, x) = u(P, x). The (unique) viscosity solution is

V (x, t) = u(x) + H(P )(t− t1).

If u is differentiable at a point x0 then, by theorem D.1.3, (t, x) = (0, x0)
is a regular point. Thus there exists a unique trajectory x∗(s) such that
x∗(0) = x0 and

V (x0, 0) =
∫ t1

0
L(x∗(s), ẋ∗(s)) + P · ẋ∗(s)ds + u(x∗(t1)).

Along this trajectory the value function V is differentiable. The adjoint vari-
able is defined by

p∗(s) = P + DxV (x∗(s), s).

We know that the pair (x∗, p∗) solves the backwards Hamilton ODE (D.10).
Therefore

(x∗(s), P + DxV (x∗(s), s)) = (x∗(s), p(s)) = Ξs(x, p(0))
= Ξs(x, P + DxV (x, 0)).
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This implies
Ξs(x, P + Dxu) ∈ G,

for all 0 < s < t1. Since t1 is arbitrary the previous inclusion holds for any
s ≥ 0.

Lemma D.3.2. If G is an invariant set then its closure G is also invariant.

Proof: Take a sequence (xn, pn) ∈ G and suppose this sequence converges to
(x, p) ∈ G. Then, for any t, Ξt(xn, pn) → Ξt(x, p). This implies Ξt(x, p) ∈
G.

Define Gt = Ξt(G). Note that Gt is, in general, a proper closed subset of
G. Let

I = ∩t>0Gt.
Theorem D.3.3. I is a nonempty closed invariant set for the Hamiltonian
flow.

Proof: Since Gt is a family of compact sets with the finite intersection prop-
erty, its intersection is nonempty. Invariance follows from its definition.

This theorem generalizes the original one dimensional case considered by
Moser et al. [33] and W. E [62]. A. Fathi has a different characterization of
the invariant set using backward and forward viscosity solutions [20], [21],
[22], and [23].

In the proof of theorem D.3.3 we do not need to use the closure of G.
Even if z ∈ G\G we have Ξt(z) ∈ G, for all t > 0. Indeed, by theorem D.1.3,
the only points in an optimal trajectory that may fail to be regular are the
end points.

It turns out, as we explain next, that the dynamics in the invariant set I
is particularly simple. Suppose there is a smooth (both in P and x) periodic
solution of the time independent Hamilton–Jacobi equation (D.9). Define
X = x + DPu. Then, for trajectories with initial conditions on the set p =
P + Dxu we have

Ẋ = DPH(P ),

or, equivalently, X(t) = X(0) + DPH(P )t. Therefore the dynamics of the
original Hamiltonian system can be completely determined (assuming that
one can invert X = x + DPu).

We would like to prove an analog of this fact for orbits in the invariant
set I. A simple observation is that, in the smooth case,

lim
t→∞

x(t)
t

= DPH(P ) ≡ ω, (D.11)

the vector ω is called the rotation vector. The next theorem shows that
(D.11) holds, under more general conditions, for all trajectories with initial
conditions in the invariant set I, provided DPH exists.
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Theorem D.3.4. Suppose H(P ) is differentiable for some P . Then, the tra-
jectories x(t) of the Hamiltonian flow with initial conditions on the invariant
set I(P ) satisfy

lim
t→∞

x(t)
t

= DPH(P ).

Proof: Fix P and P ′ and choose any (x, p) ∈ I. By (D.4)

H(P ) = − lim
t→∞

∫ t
0 L(x∗(s), ẋ∗(s)) + P · ẋ∗(s)ds + u(x∗(t), P )

t
,

for some optimal trajectory x∗. Furthermore

H(P ′) = − lim
t→∞ inf

x(·):x(0)=x

∫ t
0 L(x(s), ẋ(s)) + P ′ · ẋ(s)ds + u(x(t), P )

t
.

(D.12)
Thus

H(P ′) ≥ − lim inf
t→∞

∫ t
0 L(x∗(s), ẋ∗(s)) + P ′ · ẋ∗(s)ds + u(P, x∗(t))

t
.

The right hand side is equal to

− lim inf
t→∞

∫ t
0 (P ′ − P ) · ẋ∗(s)ds

t
+ H(P ).

Therefore

H(P ′)−H(P ) ≥ lim sup
t→∞

∫ t
0 (P − P ′) · ẋ∗(s)ds

t
= lim sup

t→∞
(P − P ′) · x∗(t)

t
.

This implies immediately that for any vector Ω

−DPH(P ) ·Ω ≥ lim sup
t→∞

Ω · x∗(t)
t

.

Replacing Ω by −Ω yields

−DPH(P ) ·Ω ≤ lim inf
t→∞

Ω · x∗(t)
t

.

Consequently

−DPH(P ) = lim
t→∞

x∗(t)
t

.

Note that the optimal trajectory x∗(s) with initial conditions (x∗(0), p∗(0)) ∈
I solves the backwards Hamilton ODE. So, any solution x(t) of the Hamilton
ODE with initial conditions on I satisfies

DPH(P ) = lim
t→∞

x∗(t)
t

,

as required.
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Corollary D.3.5. Suppose x(t) is an optimal trajectory with initial condi-
tions in I. Then, for any subsequence tj such that

ω ≡ lim
j→∞

x(tj)
tj

exists,
H(P ′) ≥ H(P ) + (P − P ′) · ω,

i.e. ω ∈ D−
PH(P ).

Proof: By taking tj → +∞ instead of t→ +∞ in (D.12) we get

H(P ′)−H(P ) ≥ (P − P ′) · ω,

which proves the result.

J. Mather [49] considered the problem of minimizing the functional

A[µ] =
∫

Ldµ,

over the set of probability measures µ supported on T
n×R

n that are invariant
under the flow associated with the Euler–Lagrange equation

d

dt

∂L

∂v
− ∂L

∂x
= 0.

Here L = L(x, v) is the Legendre transform of H, and T
n the n-dimensional

torus, identified with R
n/Z

n whenever convenient.
One can add also the additional constraint∫

vdµ = ω,

restricting the class of admissible measures to the ones with an average rota-
tion number ω. It turns out [44] that this constrained minimization problem
can be solved by adding a Lagrange multiplier term:

AP [µ] =
∫

L(x, v) + Pvdµ.

The main idea is that instead of studying invariant sets one should con-
sider invariant probability measures. The supports of such measures corre-
spond to the invariant sets (tori) defined by P = constant given by the
classical theory. We show next how these measures appear naturally when
using viscosity solutions.

Let V (x, t) be a periodic viscosity solution (periodic both in x and t) of
the Hamilton–Jacobi equation
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−DtV + H(P + DxV, x, t) = H(P ).

For each ε, let xε(·) be a minimizing trajectory for the optimal control problem
and pε(·) the corresponding adjoint variable. Then, for any s and t

V (xε(s), s) =
∫ t

s

[
L(xε(r), ẋε(r), r)− P · ẋε(r)−H(P )

]
dr + V (xε(t), t).

Theorem D.3.6 (Mather measures). For almost every 0 ≤ t ≤ 1 there
exists a measure (Mather measure) νt such that for any, smooth and periodic
in y and τ , function Φ(p, y, τ, t)

Φ(pε,
xε

ε
,
t

ε
, t) ⇀ Φ(t),

with Φ(t) =
∫
Φ(p, y, τ, t)dνt(p, y, τ). More precisely, for any smooth function

ϕ(t) ∫ 1

0
ϕ(t)Φ(pε,

xε

ε
,
t

ε
, t)dt→

∫ 1

0
ϕ(t)Φ(t)dt,

as ε→ 0 (through some subsequence, if necessary).

Proof: In general, the sequence (x
ε

ε , tε ) is not bounded. However if we consider
xε

ε mod Z
n and t

ε mod 1, this sequence is clearly bounded, and since, by
hypothesis, Φ is periodic this does not change the result. Also pε can be
uniformly bounded independently of ε. Thus, by the results of the previous
section, we can find Young measures νt with the required properties.

We now prove that these measures are supported on the invariant set.

Proposition D.3.7. Let V be a periodic (in x and t) solution of −DtV +
H(P + DxV, x, t) = H(P ) and νt an associated Mather measure. Then p =
P + DxV νt a.e..

Proof: The measure νt was obtained as a weak limit of measures supported
on the closure of p = P + DxV , for some fixed V . Thus the support of the
limiting measure should also be contained on the closure of p = P + DxV .

Theorem D.3.8. Suppose µ a Mather measure, associated with a periodic
viscosity solution of

H(P + Dxu, x) = H(P ).

Then µ minimizes ∫
L + P · vdη,

over all invariant probability measures η.
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Proof: If the claim were false, there would be an invariant probability measure
ν such that

−H =
∫

L + Pvdµ >

∫
L + Pvdν = −λ.

We may assume that ν is ergodic , otherwise choose an ergodic component of
ν for which the previous inequality holds. Take a generic point (x, v) in the
support of ν and consider the projection x(s) of its orbit. Then

u(x(0))−H(P )t ≤
∫ t

0
L(x(s), ẋ(s)) + P · ẋ(s)ds + u(x(t)).

As t→∞
1
t

∫ t

0
L(x(s), ẋ(s)) + P · ẋ(s)ds→ −λ,

by the ergodic theorem. Hence

−H ≤ −λ,

which is a contradiction.

Next we prove that any Mather measures (as defined originally by Mather)
is “embedded” in a viscosity solution of a Hamilton–Jacobi equation. To do
so we quote a theorem from [45].

Theorem D.3.9. Suppose µ(P ) is an ergodic minimizing measure. Then
there exists a Lipschitz function W : supp(µ)→ R and a constant H(P ) > 0
such that

−L− Pv = H(P ) + DxWv + DpWDxH.

By taking W as initial condition (interpreting W as a function of x alone
instead of (x, p) - which is possible because suppµ is a Lipschitz graph) we
can embed this minimizing measure in a viscosity solution. More precisely
we have:

Theorem D.3.10. Suppose µ(P ) is a ergodic minimizing measure. Then
there exists a viscosity solution u of the cell problem

H(P + Dxu, x) = H(P )

such that u = W on supp(µ). Furthermore, for almost every x ∈ supp(µ)
the measures νt obtained by taking minimizing trajectories that pass trough x
coincides with µ.

Proof: Consider the terminal value problem V (x, 0) = W (x) if x ∈ supp(µ)
and V (x, 0) = +∞ elsewhere, with

−DtV + H(P + DxV, x) = H(P ).

Then, for x ∈ supp(µ) and t > 0
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V (x,−t) = W (x).

Also if x �∈ supp(µ) then

V (x,−t) ≤ V (x,−s),

if s < t. Hence, as t→∞ the function V (x,−t) decreases pointwise. Since V
is bounded and uniformly Lipschitz in x it must converge uniformly (because
V is periodic) to some function u. Then u will be a viscosity solution of

H(P + Dxu, x) = H(P ).

Since u = W on the support of µ, the second part of the theorem is a
consequence of the ergodic theorem.
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aberration, 220
absolute
– motion, 60
– space, 58, 60
– time, 60
– velocity, 81, 83
acceleration, 61, 74, 96
– proper, 229
action
– adjoint, 207
– discontinuous, 9
– infinitesimal, 213
– of a Lagrangian, 186
– properly discontinuous, 10
adjoint action, 207
affine
– connection, 25
– space, 55
angle
– hyperbolic, 157
angular momentum, 85, 86
Anosov flow, 127, 128
atlas, 4
attractor, 125
– of a dissipative system, 123
Aubry–Mather theory, 251
automorphism
– complex analytic, 202
axis, 88
– principal, 88
– time, 165

backwards triangle inequality, 152
ball
– geodesic, 34
– normal, 34
Bianchi
– identity, 41

– second identity, 43
bipolar decomposition, 103
black hole, 170, 175
boost, 197, 214
Borel set, 90
bracket
– Poisson, 184
bundle
– cotangent, 9
– tangent, 9

canonical
– coordinates, 184
– transformation, 183
Cartan
– formula, 20
– structural equations, 50, 52, 120, 226,

231
causal
– cone, 153
– curve, 153
– vector, 153
celestial sphere, 218
Christoffel symbols, 26
coercivity, 245, 247
complete vector field, 184
condition
– Legendre, 185, 190
cone
– causal, 153
– future causal, 154, 155
– future pointing, 154
– future time, 155
– null, 146
– opposite, 151
– time, 151
conformal, 205
– map, 201



264 Index

connection
– affine, 25, 31
– compatible with the metric, 29, 31
– geodesic of an affine connection, 29
– Levi-Civita, 29, 31, 69, 228
– symmetric, 31
conservation
– energy, 229
– of energy, 122, 184
– of volume, 119, 122
conservative
– field, 62
– force, 107
constraint, 111
– holonomic, 68
– perfect, 68, 112
– reaction, 75
– semi-holonomic, 123
contraction, 17, 39
– metric, 40
contravariant tensor field, 17
convex Lagrangian, 185
coordinate
– canonical, 249
– local system of, 3
– neighborhood, 3
– normal system, 34
coordinate system
– Galilean, 57
– inertial, 154, 157, 163
cosmological constant, 235
cotangent bundle, 9
covariant
– derivative, 27, 42, 44
– differential, 42
– tensor field, 16, 17
covering, 12
– universal, 211
critical
– point, 9
– value, 9
curvature
– Gaussian, 167
– geodesic, 179
– mean, 169
– operator, 37
– principal, 171
– Ricci, 47, 166

– scalar, 47, 174, 237
– sectional, 44, 167
– tensor, 37, 166
curve
– causal, 153
– closed timelike, 242

d’Alembert
– classical principle, 75
– principle, 68, 74, 104, 111, 112
Darboux coordinates, 183
derivative
– covariant, 27, 42
– exterior, 16
differential
– covariant, 42
Dirichlet–Riemann
– equation, 107
– formulation, 102, 104
dissipative
– force, 107, 109
– mechanical system, 107, 109, 125
– strongly, 108
distant parallelism, 155
distribution
– integrable, 112, 113
– leaf of an integrable, 112
– non integrable, 113
– non-holonomic, 112
– of mass, 85
– orientability of a, 119, 122
– spherically symmetric mass-energy,

169
divergence, 45
Doppler shift, 220

Einstein
– equation, 165, 166, 169, 231
– gravitation tensor, 166, 167
– tensor, 172
ellipsoid of inertia, 88
ellipsoidal motion, 102
embedding, 11
energy, 165
– conservation, 122, 229
– integral, 177
– kinetic, 61, 72, 86, 89, 102, 103, 119
– mechanical, 62
– of a Lagrangian, 192
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– potential, 62, 104
equation
– of continuity, 103
– variational, 128
equivalent with respect to, 92
Euler
– angles, 101
– equation, 94
Euler–Lagrange
– differential, 192
– equation, 247
event, 55, 154, 165
– simultaneous, 55
exponential map, 34
– global, 35
extended Hamiltonian vector-field, 193
exterior
– derivative, 16
– k-forms, 14
extremal, 186

Fermat
– metric, 180
– principle, 175, 178
field
– conservative, 62
– Lorentz, 133
– magnetic, 133
– of external forces, 92
– of forces, 62, 91
– of internal forces, 92
– of reactive forces, 112
– positional, 62
Flamm paraboloid, 174
flat torus, 23, 25
flow
– Anosov, 127, 128
– structural stability, 127
force
– abstract field of, 96
– centrifugal, 84, 240
– complete dissipative, 109
– conservative, 107
– Coriolis, 84, 240
– dissipative, 107
– external, 71, 74
– field of, 91, 92
– field of external, 92
– field of internal, 92

– field of reactive, 112
– inertial, 84
– internal, 71
– physical fields of, 91
– reactive, 69
– strongly dissipative, 108
– tidal, 167
form
– second fundamental, 69
– total second fundamental, 114
frame
– non-inertial, 83
frequency, 162
Frobenius theorem, 112
function
– λ-measurable, 90
– differentiable, 8
– generating, 249
– global time, 223
– Hessian of, 46
– measurable, 90
– value, 245

Gödel universe, 242
Galilean
– coordinate space, 56
– coordinate system, 57
– group, 56
– space-time structure, 55, 60, 154
Galileo principle of cvrelativity, 58
Gauss generalized egregium theorem,

168
geodesic
– ball, 34
– curvature, 179
– flow, 32
– of Poincaré metric, 179
– surface, 173
– totally, 170
geometry
– Lorentz, 153
– Minkowski space-time, 155
– of Lobatchevski, 25
GMA
– strongly dissipative, 125
gradient of a function, 46
gravitation
– source of, 170
gravity, 165, 167
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group
– discontinuous action of, 9
– Galilean, 56
– Lie, 23
– Lorentz, 162, 195
– Möbius, 204
– Poincaré, 162, 163, 195

Hamilton equations, 184
Hamilton–Jacobi
– equation, 248
– theory, 249
Hamilton–Jacobi–Bellman equation,

248
Hamiltonian, 245
– function, 183
– system, 183, 249
Hessian of a function, 46
holonomic constraint, 68
horizontal
– lifting, 32
– vector, 33
hyperbolic, 108
– angle, 157
– partial, 127, 128
– partial structure, 128
– structure, 127
hyperquadric
– central, 148
hyperregular Lagrangian, 189
hypersurface
– totally geodesic space-like, 169

immersion, 11
index, 145
– lowering an, 40
– raising an, 40
indicator, 167
inertia
– ellipsoid, 88
– moment of, 89
– operator, 87, 88, 94
inertial
– coordinate system, 58, 154, 157, 163
– force, 84
– space, 102
interior product, 16
invariant
– measures, 251

– sets, 251
isometry, 78, 162
– proper, 80

Jacobi
– metric, 63, 64
– Riemannian metric, 63

Kaluza–Klein theory, 244
kinetic
– energy, 61, 72, 85, 86, 89, 102, 103,

119
– momentum, 85
Klein bottle, 10

Lagrange
– equations, 67, 69, 75, 99, 100
– multiplier, 104
Lagrangian
– function, 185
– vector field, 192
Laplacian, 46
Larmor
– time dilation effect of, 158
Legendre
– transform, 245
– transformation, 61
length of a segment, 24
Levi-Civita connection, 29, 31, 69, 228
Lie
– bracket, 14, 211
– derivative, 16
– group, 23
light
– deflection of, 175, 180
– pulse paradox, 60
– ray, 175, 181
– speed of, 60, 145, 163
light ray
– spatial trace of, 177
lightlike particle, 154
Lions–Papanicolaou–Varadhan

theorem, 249
Lobatchevski geometry, 25
locally finite, 12
Lorentz
– field, 133
– geometry, 153
– group, 162, 195
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– manifold, 145, 146, 148
– – space-time, 154
– – time orientability, 152
– proper transformation, 199
– sphere, 148, 153
– time dilation effect of, 158

Möbius
– band, 10
– group, 204
– transformation, 204, 218
magnetic field, 133
magnification factor, 221
manifold
– complex, 202
– differentiable, 4
– embedded, 4, 6
– immersed pseudo-Riemannian, 24
– immersed Riemannian, 24
– Lorentz, 145, 146, 148
– pseudo-Riemannian, 23
– Riemannian, 23
– space, 223
– stable, 108
– topological, 3
– transversal, 108
– unstable, 108
map
– complex analytic, 202
– exponential, 34
– quadratic, 147
mass, 85
– center, 85, 93, 94, 97
– distribution of, 85
– operator, 61, 96
– point, 71
– total, 86
mass-energy
– static spherically symmetric, 172
matter, 165
Maxwell
– equations, 230
– quasi-Maxwell equations, 237
measurable function, 90
measure
– admissible, 254
– ergodic, 256
– ergodic minimizing, 256
– invariant probability, 255

– Mather, 255
– positive scalar, 85
– real-valued, 90
– vector-valued, 90
– Young, 255
mechanical system, 62
– conservative, 62
– holonomic dissipative, 127
– semi-holonomic, 112
– strictly dissipative, 125
– true non-holonomic, 112
– with constraints, 111
– with holonomic constraints, 68, 111
– with perfect constraints, 118
Mercury classical elliptical orbit, 177
metric
– contraction, 40
– Jacobi, 63, 64
– Poincaré, 179
metric
– Fermat, 180
Minkowski
– condition, 172
– space, 146, 147
– space-time, 158, 163, 239
Minkowski manifold
– 4-space, 154
– space-time, 154
Minkowski space-time
– geometry, 155
– orientation, 153
momentum, 165
– angular, 85, 86
– kinetic, 85
monopole, 243
Morse function, 108
Morse–Smale map, 109
motion
– ellipsoidal, 102
– with a fixed point, 85

Newman–Unti–Tamburino solution,
243

Newton
– classical law, 75
– equation, 58
– generalized law, 62, 68, 71, 75, 99,

104, 112
– law, 92, 100
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– laws, 71
– principle of determinacy, 58
Newtonian mechanics, 145
nodal line, 101
non-holonomic mechanics, 134

observer, 154, 158
– clock, 158
– freely falling, 158
– instantaneous, 165
– stationary, 224
optimal control, 245, 246

particle
– lightlike, 154
– material, 154
particles, 154
partition of unity, 12
Pauli matrices, 211
pendulum
– double, 73
perfect fluid, 235
photon, 220
physical space-time, 58
Poincaré
– group, 162, 163, 195
– metric, 179
position
– ξ-position, 156
potential energy, 62, 104
precession
– Mercury’s classical elliptical orbit,

177
principle
– action and reaction, 71, 92
– d’Alembert, 74, 75
projection
– stereographic, 199, 216
proper
– Lorentz transformation, 199
pseudo-Riemannian
– immersed manifold, 24
– isometry, 23
– manifold, 23
– metric, 23
pseudo-rigid body dynamics, 102

ray
– spatial curvature of, 177

reaction constraint, 75
region
– empty, 169
regular
– Hamiltonian, 190
– Lagrangian, 185
– parametrization, 4
– value, 9
regularity, 246
relativity
– general, 165
– special, 145, 157, 165
Ricci
– curvature, 166
– curvature tensor, 47
– flat condition, 172
– tensor, 167, 233
Riemann tensor, 233
Riemannian
– curvature tensor, 37
– immersed manifold, 24
– isometry, 23
rigid body, 93, 119
– dynamics, 78, 89
– free, 93, 94
– isolated, 93
– motion, 94, 99, 100
– with a fixed axis, 88
– with a fixed point, 87
rigid motion, 85
– relative to, 80
– translational, 80
Rindler space-time, 239
rotation, 81, 196, 214
– instantaneous axis of, 83
– transferred, 81, 82
– transferred velocity of, 83
– vector, 250

Schwarz
– backwards inequality, 152, 199
– inequality, 151
Schwarzschild
– exterior solution, 172, 175
– horizon, 175
– space-time, 169, 170
– universe, 170
separation, 155
sky, 217
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smooth, 8
– vector field, 13
space
– affine, 55
– configuration, 89, 111
– inertial, 102
– moving, 102
– phase, 67
– rest, 158, 165
space time
– Minkowski, 163
space-time
– Lorentz manifold, 154
– Rindler, 239
speed
– instantaneous relative, 158
– light, 163
spinor, 216
stability
– structural, 127
stable
– uniformly asymptotically, 125
Steiner, 89
structurally stable, 108
structure
– partially hyperbolic, 127
subdifferential, 246
submanifold, 4, 6, 11
– in general position, 108
– transversal, 108
subordinated, 12
subspace
– lightlike, 150
– spacelike, 150
– timelike, 150
superdifferential, 246
supersolution, 248
support of a function, 12
surface
– totally geodesic, 173
symmetry
– by pairs, 41
– spherical, 173
system
– conservative mechanical, 62
– Hamiltonian, 249
– mass point, 71
– moving, 80

– stationary, 80

tangent
– bundle, 9
– non-degenerate plane, 44
– space, 7
– vector, 7, 8
– vertical vector, 67
tensor
– curvature, 37, 166
– Einstein, 172
– Einstein gravitation, 166
– Einstein gravitational, 167
– product, 37
– Ricci, 167
– Riemannian curvature, 37
– stress energy, 165, 235
tensor field
– contravariant, 17
– covariant, 16, 17
– mixed, 17
– torsion, 50
time
– ξ-time, 156
– absolute, 163
– orientable, 153
– orientation, 153
– – future, 154
– – past, 154
– proper, 157
time dependent Hamiltonian
– function, 188
time independent problems, 245
time-cone, 150
time-orientability, 150
Tipler, 243
topological equivalence, 109
topological manifold, 3
torsion tensor field, 50
torus, 10
– flat, 23, 25
– of revolution, 10
transformation
– active, 197, 218
– Legendre, 188
– passive, 197, 218
tubular neighborhood, 34
twin paradox, 159
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universe
– static, 178

vacuum, 169
– condition, 172
vakonomic mechanics, 133, 134
variation, 177
vector
– causal, 153
– displacement, 155
– horizontal, 33
– lightlike, 146
– principal normal, 179
– rotation, 250
– space like, 146
– time coordinate, 157
– timelike, 146, 150
– vertical, 67
vector field, 13
– along a curve, 24
– along a differentiable curve, 27
– energy-momentum, 159, 162
– energy-momentum vector field
– – of a lightlike particle, 162
– – of a material particle, 159
– GMA, 123
– gravitational, 228

– gravitomagnetic, 228
– Killing, 175, 223, 239
– parallel, 28
– second order, 66
– smooth, 13
– strictly dissipative, 123
– strongly dissipative, 123
velocity
– absolute, 81, 83
– angular, 88
– field, 24
– instantaneous angular, 86
– of moving system, 81
– relative, 81, 83
– relativistic addition of, 158
– transferred, 83
vertical
– lifting operator, 67, 117
– tangent vector, 67
viscosity
– solution, 245
– subsolution, 248
Von Stockum solution, 242

wave length, 162
work, 71




